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Abstract

We use administrative data from the U.S. Census Bureau to estimate the causal effects of loose credit
conditions on firm employment and worker earnings. To obtain quasi-random variation in firms’
exposure to credit booms, we exploit the segmentation of high-yield (BB+ rated) versus investment
grade (BBB- rated) firms in credit markets. Loose credit conditions generate cyclical fluctuations in
employment: high-default risk firms create jobs during the credit boom, but then experience finan-
cial distress and destroy these jobs during the ensuing bust. We show that these firm-level boom-
bust dynamics are transmitted to individual workers. To obtain quasi-random variation in workers’
exposure to boom-induced job creation, we exploit the importance of parental connections in deter-
mining where labor market entrants are first employed. We find that recent high-school graduates
with parents at high-yield (BB+) firms can more easily find high-paying jobs during credit booms,
compared to graduates with parents at investment-grade (BBB-) firms. But ten years later, graduates
whose parents were at BB+ firms have substantially lower earnings. The magnitude of these negative
long-term effects is comparable to the effect of entering the labor market during a recession. Our
results suggest that loose credit market conditions lead firms to create short-lived jobs that impede
workers’ long-run accumulation of human capital.
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1 Introduction

The credit cycle features periods where lenders demand less compensation for bearing default risk (Green-

wood and Hanson, 2013; Baron and Xiong, 2017; Krishnamurthy and Muir, 2020; Sorensen, 2021). Past

work has found that when credit conditions are loose, households borrow more, setting off a boom-bust

cycle in residential investment and consumption (Mian et al., 2013; Di Maggio and Kermani, 2017; Mian

et al., 2020; Benguria and Taylor, 2020). Less is known about the impact that loose conditions have on

households’ labor market outcomes through the borrowing decisions of firms. Cheap credit could allow

constrained firms to create valuable, long-lasting jobs. In contrast to credit boom-induced consumption,

such boom-induced job creation could benefit households over both the short- and long-runs, providing

a silver lining to the future effects of booms.

We use administrative micro-data from the U.S. Census bureau to show that credit booms lead firms

to create significantly more jobs than they otherwise would have, and that these jobs affect the long-run

earnings of the workers who take them. But instead of providing workers with the opportunity to im-

prove their long-run labor market prospects, these boom-induced jobs reduce workers’ future earnings

potential. This is because credit booms primarily incentivize high default-risk firms to expand their real

operations and employment. Since the temporary availability of cheap credit does not shore up risky

firms’ balance sheets, they destroy the jobs that they had created during the boom once credit condi-

tions tighten. The workers who had taken these jobs are laid off and experience a persistent reduction in

earnings.

To establish these results, we must confront a fundamental identification challenge: the firms and

workers that create and take jobs during booms have endogenously chosen to do so. Periods of loose

credit are, on average, followed by economic contractions (Jorda et al., 2013; Lopez-Salido et al., 2017;

Mian et al., 2017). To the extent that recessions disproportionately affect the cash flows or financial

health of risky firms, their employment growth would fluctuate more than that of less risky firms over

the credit cycle even if credit conditions have no causal effect. Moreover, even if some firms were ran-

domly more able to access cheap credit during booms, the workers who take jobs at these firms may

have fewer other labor market opportunities. The resulting selection means that the workers who take

boom-induced jobs would have lower future earnings even absent any causal impact of the job itself.

We overcome these challenges by exploiting segmentation in the credit market and the labor market.

In the credit market, firms that issue high-yield versus investment-grade debt face markedly different

investor bases (Chernenko and Sunderam, 2012). In the labor market, young workers are especially likely
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to take jobs at fast-growing firms where their parents work (Staiger, 2023). As we show, this segmentation

helps determine which firms can access cheap credit during booms, and which workers can take the jobs

that these firms create, for reasons that are unrelated to fundamentals. To exploit this quasi-random firm

and worker variation, we construct a novel dataset with administrative U.S. Census data. This dataset

links the credit ratings and bond issuance of the universe of public firms to the employment at these

firms’ establishments from 1978-2020 and to the labor market outcomes of these firms’ workers in 24

states from 1998-2020.

We start in Section 2 by examining the dynamics of risky firms’ employment over the credit cycle. We

link the default risk of Compustat firms to the Longitidunal Business Database (LBD), a Census dataset

in which we observe the employment of all establishments over 1978-2020. We then run regressions

of establishment-level employment growth on firm default risk, interacted with a measure of aggregate

credit market conditions that captures how aggressively default risk is priced in the corporate bond mar-

ket (Sorensen, 2021). A 1 standard deviation increase in this measure implies that a firm in the highest

quintile of risk experiences a 125 basis point greater reduction in its credit spread compared to a firm in

the first quintile. Across the full distribution of risk, we estimate that a risky firm whose spread goes down

by 100 basis points more than that of a less risky firm increases its employment growth by 2 percentage

points more. But over the next five years, this firm destroys these jobs, leaving its employment at or even

below its original level. Our estimates are robust to using variation in firm risk within establishments

that lie in the same four-digit industry-by-city cell; these establishments are plausibly subject to similar

types of aggregate shocks (eg. demand shocks), other than credit market ones.

In Section 3, we exploit segmentation in the bond market to confirm that risky firms’ boom-bust

employment dynamics are causally driven by credit market conditions. Regulatory frictions drive a time-

varying wedge in the supply of capital directed towards high-yield (HY) versus investment-grade (IG)

corporate bonds (Lemmon and Roberts, 2010; Chernenko and Sunderam, 2012). In bond-level data, we

show that this creates a stark discontinuity at the HY/IG rating threshold: in response to a 1 standard

deviation increase in our in credit conditions measure, spreads on the highest-rated HY bonds (BB+) go

down by 45 basis points more than the spreads on bonds that are only rated one-notch higher (BBB-).

We utilizes this quasi-random variation by comparing the employment growth of establishments with

BB+ parent firms to the growth of an establishment that lies in the same MSA and four-digit industry

but has a BBB- parent firm. In response to a credit boom that decreases the spreads of BB+ firms by

100 basis points more than BBB- firms, the establishments of BB+ firms initially experience 5 percentage

point higher employment growth. This growth is then reversed over the next five years. We show that
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the relatively large magnitude of these estimates reflects the higher treatment effects associated with

firms that face borrowing constraints, as BB+ firms do through restrictive covenants (Green, 2018). These

results confirm that temporarily loose credit conditions cause risky firms to create jobs that they soon

destroy.

We then turn to estimating the effects of boom-induced job creation on the short- and long-run earn-

ings of workers. In Section 4, we first characterize which types of workers actually take these jobs. To do

so, we merge our firm-level risk measures into matched worker-firm data from the Census’s Longitudi-

nal Employer-Household Dynamics (LEHD) program, which allows us to observe the jobs and quarterly

earnings for the near-universe of workers in 24 states over 1998-2020. We show that young workers with

little previous labor market experience are more than twice as likely to fill the jobs created by risky firms

during booms than the average worker. Though the future earnings potential of such workers could be

profoundly affected by taking boom-induced jobs, it is not clear which direction this should go. Even

short-lived jobs could positively affect workers who have few other opportunities to gain labor market

experience. On the other hand, boom-induced jobs may leave these disadvantaged workers more vul-

nerable to the recessions that tend to follow credit booms.

In Section 5, we show that the latter is the case for the credit cycles in our 1998-2020 LEHD sample.

Workers who choose to move to risky Compustat firms experience boom-bust dynamics in their relative

earnings. A worker hired by a firm undergoing a 100 basis points greater decrease in spreads initially

experiences 2 to 5% higher earnings growth compared to a worker hired by a lower-risk firm. Three years

after the hire, this effect plunges to −4 to −6%, before starting a slow, incomplete recovery. This crash

in earnings reflects the transmission of risky firms’ financial distress to workers: the crash occurs at the

same time as the reversal in firm employment growth, and is associated with an upwards spike in the

probability that the worker is laid off. We find these boom-bust dynamics for workers even when we

non-parametrically control for a rich set of worker demographics and previous labor market outcomes,

or when we compare workers that move to BB+ firms to observably similar workers that move to BBB-

firms.

To ensure that the negative long-term effects of boom-induced jobs on earnings are not driven by

the selection of particular workers into these jobs, we turn to our final, most rigorous specification. We

develop a design that approximates the ideal experiment in which the spreads of some firms are ran-

domly more responsive to aggregate credit conditions, and only some randomly-selected workers are

able to take the jobs that these firms create. Our design is based off a striking feature of the labor market:

5% of workers in the LEHD obtain their first full-time job at a firm at which one of their parents works.
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Staiger (2023) shows that workers are especially likely to join their parent’s firm if it happens to be hir-

ing at the time of their high-school graduation. This, combined with the fact that BB+ firms are more

exposed to credit booms than BBB- firms, suggests an instrument for if a worker takes a boom-induced

job: whether a recent high-school graduate’s parents work at a BB+ firm or a BBB- firm. Even though

this variation does not condition on workers’ actual labor market decisions, it is a strong predictor of

which workers are hired by BB+ firms. During a credit boom in which a BB+ firm experiences a 100 basis

points greater decrease in spreads than a BBB- firm, a recent graduate with a BB+ parent is 400 basis

points more likely to obtain a job at their parent’s firm than a graduate with a BBB-. Our IV estimates

then imply that starting one’s career at a boom-induced job causes earnings to be 5% higher two years

after high-school graduation, but 8% lower ten years after graduation.

In Section 6, we conclude by fleshing out two important implications of these results. First, we dis-

cuss how the credit booms in our sample caused risky firms to create jobs that led young workers to,

in effect, borrow against their future labor income. Over our 1998-2020 sample period, the future con-

sequences of taking a boom-induced job (−8%) are around the same as the long-run effects associated

with graduating high school during a recession (Schwandt and von Wachter, 2019). The higher initial

earnings from boom-induced jobs came at the expense of impeding workers’ accumulation of valuable

skills and job security, leaving them almost as exposed to recessions as workers without any experience.

Second, we present findings that suggest that the credit booms in our sample had negative long-term

effects for the average worker in the economy, not just those who took the jobs created by risky firms.

We discipline the aggregate implications of our results by applying our cross-sectional firm and worker

estimates to two exercises: a partial equilibrium aggregation procedure (Chodorow-Reich, 2014) and a

comparison to estimates from a regional design (Mian et al., 2022). We find little evidence that temporary

credit booms induce low-risk firms to create jobs, or allow some workers to find more stable jobs.

1.1 Related work

Our paper shows the connection between two important, but largely separate, strands of literature. The

first is the literature that documents the predictive power of measures of credit market looseness for fu-

ture downturns and financial crises .1 The second strand is work that has estimated large firm-level em-

1This includes Schularick and Taylor (2012) Borio et al. (2016), Lopez-Salido et al. (2017), Mian et al. (2017), Baron and Xiong
(2017), Kirti (2018), Krishnamurthy and Muir (2020), Greenwood et al. (2022), and Müller and Verner (2023). Most related to
our work, Borio et al. (2016) find that booms in aggregate credit tend to reallocate labor towards lower-productivity sectors,
and Müller and Verner (2023) find that credit booms only forecast future declines in real activity when the credit goes towards
households or firms that produce non-tradable goods. Our work builds on these two papers by evaluating the causal link
between boom-time reallocation and future costs. Our micro data allows us to establish an important role for the impact that
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ployment effects of negative shocks to credit supply,2 with some papers also finding evidence of negative

effects on the firms’ previous workers (Ponticelli et al., 2022; Graham et al., 2023; Zullig, 2022). Our paper

shows that the exposure of workers to deteriorating credit supply conditions is in part due to the labor

demand and supply choices made during the boom phase of the credit cycle. This provides evidence for

a novel, human capital-based mechanism by which booms can cause persistent future downturns, and

shows that financial distress-driven labor market shocks partially reflect increased risk-taking by both

firms and workers. In this regard, the paper that relates the most to ours is Giroud and Mueller (2021),

which finds, also using the Census’s LBD dataset, that growth in a firm leverage is associated with ini-

tial employment growth that is later reversed. Our work builds on this finding by showing that for risky

firms, these boom-bust cycles are synchronized across historical credit cycles; are causally driven by a

loosening of credit supply; and impose future costs on the workers who are hired during the boom phase.

Our work also relates to the empirical macro-finance literature that tests models of financial acceler-

ation – financially-constrained firms amplifying business cycles through greater responsiveness to aggre-

gate shocks (eg. Bernanke et al., 1999) – which has yielded inconclusive results. While some papers find

that the investment, sales, and/or employment of more constrained firms3 are more sensitive to mone-

tary shocks, other papers find evidence of a lower responsiveness of small firms.4 Crouzet and Mehrotra

(2020), in the first paper to use the micro-data for a representative set of private and public firms in the

U.S. (the QFR), find little evidence for a relationship between any of these proxies and a firm’s cyclical-

ity. Our paper’s results can help make sense of the contrasting findings in this literature. Because these

papers use cyclical measures such as GDP growth or monetary shocks that commingle nonfinancial and

credit market conditions, if constrained firms react less strongly to nonfinancial conditions, the pooled

estimate of constrained firm sensitivity could be positive, negative, or zero. Our work thus points to the

empirical, and potentially also theoretical, value of distinguishing between fluctuations in nonfinancial

credit cycles have on worker-level human capital distinct from the general equilibrium-based reallocation frictions in models
of capital inflows, such as Kalantzis (2015) and Schmitt-Grohé and Uribe (2016), that could explain these papers’ cross-country
findings.

2This includes Chodorow-Reich (2014),Falato and Liang (2016),Huber (2018),Bentolila et al. (2017),Berton et al. (2018),Ben-
melech et al. (2019), and Benmelech et al. (2021)

3This includes papers in which the degree to which a firm is constrained is proxied by small size (Gertler and Gilchrist, 1994),
young age (Cloyne et al., 2023), high leverage (Sharpe, 1994; Chava and Hsu, 2019), usage of bank debt (Ippolito et al., 2018), or
low liquidity (Jeenas, 2018)

4This includes papers in which the degree to which a firm is constrained is proxied by small size (Gopinath et al., 2017) or
high-leverage (Ozdagli, 2017; Ottonello and Winberry, 2020) Contrasting results are found even among studies that focus on
the differential cyclicality of just employment over the U.S. business cycle with respect to firm size: Moscarini and Postel-Vinay
(2012) estimate that large firms’ employment growth is more sensitive to aggregate conditions, while Fort et al. (2013) and
Haltiwanger et al. (2018) estimate that, conditional on age and using different cyclical indicators, it is smaller firms that are
more sensitive.
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vs. credit market conditions.5

Finally, our paper contributes to the macro-labor literature on worker reallocation and displacement

over the business cycle. Past work has found that economic expansions promote movements into the

labor force up the “job ladder” – labor reallocation towards high-paying, productive firms (Moscarini and

Postel-Vinay, 2018; Haltiwanger et al., 2018, 2021) – especially for younger workers (Haltiwanger et al.,

2018) and when the unemployment rate is already low (Aaronson et al., 2019; Bergman et al., 2020). Our

findings suggest that when macroeconomic strength is in part driven by increased risk-taking in credit

markets, such benefits may be temporary, and actually impose longer-run costs on younger workers, via

increasing workers’ exposure to the large adverse consequences of entering the labor market (Schwandt

and von Wachter, 2019; von Wachter, 2020) or being laid off (Jacobson et al., 1993; Davis and von Wachter,

2011) during a recession.6 In suggesting that loose credit conditions have such intertemporal effects

on workers, our findings are also relevant for the literature on optimal macroprudential monetary and

regulatory policies, for which the extent and persistence of real output costs caused by increased risk

taking is an important input.7

2 Firm employment dynamics over credit cycles

In this section, we describe the employment dynamics of risky firms over credit cycles. In Section 2.1, we

present a reduced-form framework in which credit booms can directly affect firms’ employment only by

lowering their credit spreads. In Section 2.2, we show that during credit booms, risky firms issue signifi-

cantly more debt in response to reductions in their spreads. This motivates our cross-sectional empirical

design, in which we compare the employment growth of risky firms to the growth of less risky firms as

credit conditions fluctuate. After describing our establishment-level LBD data in Section 2.3, in Section

2.4 we state the orthogonality conditions that default risk must satisfy in order to identify the causal im-

pact of credit booms. Since default risk is plausibly related to other determinants of employment growth

over credit cycles, we refer to the results in this section as our OLS estimates. We first show results for

Compustat firms in Section 2.5, and then show estimates obtained on a representative sample of public

5This relates to the classic distinction made in the literature between the balance sheet and bank lending, as discussed in
Bernanke and Gertler (1995), as well as models of credit cycles, such as Greenwood et al. (2019), which emphasize and explain
the lack of perfect synchronization between business and credit cycles

6This contribution is also related to the findings of Laeven and Popov (2016) and Charles et al. (2018) that the early 2000s
housing boom made high school graduates more likely to forgo higher education and instead take housing-related jobs. Our
work differs from these papers in that it focuses on the effect of credit conditions in particular over several historical credit
cycles, and quantifies both boom-time gains and future losses using administrative panel data.

7Papers in this literature include Svensson (2017), Gourio et al. (2018), Kashyap and Stein (2023), Dávila and Walther (2023),
Simsek and Caballero (2023), Fontanier (2022)
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and private manufacturing firms in Section 2.6. In Section 2.7, we discuss the economic magnitudes and

mechanisms of our results.

2.1 Empirical framework

Environment In our framework, firms are heterogeneous and differ in their exposure to the credit cy-

cle and the business cycle. The state of the credit cycle is in a year t is given by ct , with higher values

corresponding to looser credit conditions (lower risk premia). The nonfinancial (business cycle) state

zt captures all aggregate conditions outside of the credit market that can influence real firm outcomes,

such as the level of aggregate demand. Firms are indexed by f , with state variables x f t . The firm’s credit

spread, s(ct , x f t ), is defined as the interest rate that the firm must pay on a marginal unit of debt that it

can issue in excess of the rate on safe (default-free) debt of the same maturity. The credit spread depends

on the interaction between aggregate credit market conditions and firm-specific characteristics.8

Firm labor dynamics We denote g (h)
f t the firm’s employment growth rate from t−1+h to t+h, for h ≥ 0.

A firm’s employment growth can be determined by its credit spread, idiosyncratic firm-level shocks λ f t ,

and nonfinancial conditions zt :

g (h)
f t ≡ g (h)

(
x f ,t−1, s[x f ,t−1,ct ], zt

)
+λ(h)

f t (1)

Credit conditions ct can affect growth either through the firm’s credit spread, or through feedback to

nonfinancial conditions zt .

Object of interest We are interested in the causal effect of fluctuations in ct on the path of a firm’s em-

ployment growth. Denote δ f t ≡−∂s[x f ,t−1,ct ]
∂ct

the sensitivity of a given firm’s credit spread to ct ; it is multi-

plied by −1, so that firms whose spreads fall more when ct increases have higher values of δ f t . Starting

from the historical means of ct and zt , both normalized to zero, consider a first-order perturbation to the

state of the economy at year t . A firm’s employment growth is approximately equal to

g (h)
f t ≈g (h)

f t +β(h) × (δ f t · ct )+Γ(h)
f t · zt +λ(h)

f t
(2)

8If the firm faces hard borrowing constraints due to, for example, covenants on its outstanding debt, one can interpret s(·) as
the actual credit spread that the firm pays plus the shadow price of these constraints.
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for Γ(h)
f t the effect of nonfinancial conditions on the firm’s employment.9 Our object of interest is β(h) ≡

∂g (h)
f t

∂s f t
: the causal response of employment growth over horizon h to the change in credit spreads (δ f t ×

ct ) induced by an increase in aggregate credit conditions. Holding constant firms’ sensitivities to non-

financial conditions and realizations of idiosyncratic shocks, firms with higher spread sensitivities (δ f t )

respond more to fluctuations in credit markets.

2.2 Firm default risk, credit spreads, and debt issuance over the credit cycle

Measuring ct and δ f t δ f t is the change in the credit spread that a firm would pay on a marginal unit

of debt as aggregate conditions vary, holding constant its characteristics x f ,t−1. We do not observe the

spreads on debt in certain markets (eg. small bank loans) or on the debt that a firm counterfactually

could have issued but chose not to. This, in addition to the inability to hold constant firm character-

istics while varying aggregate conditions, makes this object fundamentally unobservable. We therefore

construct a proxy for δ f t by estimating the secondary market pricing function for senior unsecured cor-

porate bonds, a type of credit that has readily-available price data and that is a key source of marginal

credit for many firms.

Constructing our proxy for δ f t entails two steps that we briefly describe here, relegating full details

to Appendix Section B.1. First, drawing on Gilchrist and Zakrajšek (2012) and Sorensen (2021), we take

the near-universe of corporate bonds issued by Compustat firms from 1978-2020 and estimate the time-

varying relationship between a firm’s default risk π f ,t−1 and the credit spread on its bonds. We proxy

π f ,t−1 with the (negative of) the Merton (1974) distance-to-default measure, as constructed by Bharath

and Shumway (2008). This provides our annual measure of ct . We multiply it by −1, so that ct is high

in years during which investors require relatively little additional yield to hold the bonds of risky firms.

Second, we set a firm’s sensitivity to ct equal to proxies for its default risk, δ f t = π f ,t−1. This allows us to

extrapolate the relationship between firm risk and spreads in the bond market to the spreads for all firms

in our sample, even those that have never issued bonds.

Variation in ct over time The dashed line line in Figure 1 shows ct over our 1978-2020 sample. For this

figure, we scale ct by the average value ofπ f ,t−1 for Compsutat firms that are in the first quintile ofπ f ,t−1,

minus the average for firms in the fifth quintile. The series is thus interpreted as the difference in average

spreads of the least and most risky firms. While risky firms must always pay a higher spread – the series

9That is, Γ(h)
f t ≡ ∂g (h)

f t

∂zt
. The object g (h)

f t denotes the firm’s expected employment growth at the economy’s initial state.
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is strictly negative in all years – their relative cost of credit significantly fluctuates over the credit cycle.

In the early 2000s, for example, the riskiest firms go from facing spreads that are 500 basis points higher

in 2002, to less than 100 basis points higher in 2006, and then back to 600 basis points higher in 2008.

Overall, our sample period contains five distinct boom-bust episodes in which the the relative spreads of

the riskiest firms are reduced by 100 to 500 basis points, before spiking back up. A 1 standard deviation

increase in ct corresponds to a roughly 125 basis point reduction in the credit spreads of firms in the fifth

quintile relative to those of firms in the first quintile.

ct and the cost of credit for risky firms We show in Appendix Section C that our measure of ct captures

variation in the cost of credit for a broad set of markets and contractual terms. First, Appendix Table A1

shows that higher values of ct forecast significantly lower expected returns on corporate bonds (Green-

wood and Hanson, 2013; Sorensen, 2021), especially those issued by risky firms. Second, Appendix Table

A2 confirms that when ct is high, risky firms face relatively lower spreads across several different credit

markets, including those for commercial paper, and syndicated loans. Third, Appendix Table A3 shows

that higher values of ct are also associated with a relaxation of borrowing constraints imposed on risky

firms; this includes looser bank lending standards and less stringent covenants on newly-issued bonds

and syndicated loans.

Debt issuance of risky firms over the credit cycle Table A4 show that, in response to cheaper credit

during booms, risky Compustat firms issue more debt. A risky firm that experiences a 100 basis points

greater decrease in spreads increases its annual net debt issuance by 0.9 percentage points more as a

share of assets than a less-risky firm; this effect is as strong for syndicated loan borrowing as for bond

issuance. In addition, Table A5 shows that when ct is high, risky firms refinance their outstanding debt

to extend its maturity and decrease its spread. It is thus a priori not clear whether loose credit conditions

should improve or further weaken risky firms’ financial health.

2.3 Data on default risk and employment growth

To estimate risky firms’ employment dynamics over the credit cycle, we construct an annual dataset that

links an establishment’s employment growth to the financial characteristics of its controlling firm.

Establishment employment data We obtain annual establishment-level employment from the Longi-

tudinal Business Database (LBD), an administrative dataset maintained by the U.S. Census Bureau. By
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combining Census survey data and IRS tax records, the LBD provides the annual number of employees

for the universe of nonfarm private sector establishments with at least one paid employee.

We use establishment-level employment growth in our analysis, as opposed to aggregated firm-level

growth, for two main reasons. First, whereas firm-level growth is partially driven by the “relabeling” of

where jobs are located due to organizational changes like mergers, establishment-level growth reflects

the actual creation or destruction of jobs. Moreover, by running regressions at the establishment level,

we can estimate the effects that loose credit conditions have on the future job destruction of a risky firm

even if it downsizes or closes.10 Second, with the LBD, we can estimate whether establishments that lie

in the same narrow region and industry, but that are controlled by firms with different levels of default

risk, have divergent employment dynamics over credit cycles. As discussed below, this will help purge

default risk of determinants of employment growth other than exposure to credit market conditions.

Concretely, for a given establishment e, we use the year-over-year growth rates from t +h −1 to t +h

introduced by Davis and Haltiwanger (1992), equal to the second-order approximation of the log change

in employment,

g (h)
et ≡ empe,t+h −empe,t+h−1

.5× (empe,t+h +empe,t+h−1)

for empe,t+h employment at the end of of year t +h.11 This growth rate is bounded between −2 and +2

and is well-defined for establishments that either enter (+2) or exit (−2) during year t +h.

Firm samples We link an establishment’s employment growth to the default riskπ f ,t−1 of its controlling

firm f as of the end of year t −1. We have the financial information necessary to construct default risk

proxies for two samples of firms. The first sample consists of establishments that are controlled by a

public firm in Compustat. For these firms, we proxy default risk with the (negative of) Merton (1974)’s

distance-to-default measure, as constructed by Bharath and Shumway (2008).12 Our second sample is

made up of establishments that are controlled by a firm that, as of year t −1, has been recently surveyed

in the manufacturing portion of the Quarterly Financial Report (QFR). The QFR is a survey conducted

by the U.S. Census Bureau that provides financial information for a representative sample of both public

and private manufacturing firms over our full sample period (1978-2020). To our knowledge, the only

10The distressed sales of establishments may impose significant job losses (Arnold, 2021) that should be attributed to credit
cycle sensitivity of the original firm (Chodorow-Reich, 2014).

11In the LBD, the employment counts are as of the payroll period containing March 12. For expositional simplicity, we refer
to year t +h as the time between March of year t +h to March of year t +h +1. For our employment growth regressions , we
annualize all other data (eg. ct ) using quarters two to four of the year t and the first quarter of t +1.

12We drop firms in the finance or utilities sectors, as well as firms with zero leverage, for which distance to default cannot be
defined. We elaborate on the latter choice, as well as provide details on how link Compustat firm identifiers to LBD establish-
ments, in Appendix Section A.1.
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other paper that has used the QFR micro-data is Crouzet and Mehrotra (2020). For firms in the QFR

sample, we proxy default risk with book leverage. We use book leverage, instead of alternative proxies

that require income statement variables (eg. the interest coverage ratio or Altman’s z-score), due to the

fact that we only have access to the QFR in certain non-adjacent years.13

2.4 Methodology

Visualization of risky firm employment growth over credit cycle Figure 1 presents initial descriptive

evidence on the employment dynamics of risky firms over credit cycles. The solid green line plots, for the

set of manufacturing establishments controlled by a Compustat firm,14 the annual employment growth

of the establishments of firms in the fifth quintile ofπ f ,t−1 minus the growth of establishments controlled

by firms in the first quintile. Recall that the dashed red line shows the difference in credit spreads on the

debt that first quintile versus fifth quintile firms can issue given aggregate conditions ct . For the credit

episodes since 1978, as risky firms’ relative spreads decrease by 100 to 500 basis points, their relative

employment growth also increases, with the magnitude around twice the spread decrease. But as the

credit boom turns into a bust, risky firms’ employment growth spikes downward as their spreads spike

upward.

Specification To characterize the association between firm risk and employment dynamics, we run

annual establishment-level regressions. For an establishment e controlled by a f in year t , we estimate

g (h)
et =α(h) +η(h) ·π f ,t−1 +γ(h) ×

(
π f ,t−1 · ct

)
+ψt +Xe f t +ϵ(h)

e f t (3)

for Xe f t a vector of time-varying establishment- and/or firm-level controls. We double cluster standard

errors at the firm and year level to account for the fact that our data is at the establishment level and that

ct is a time-series object. We weight the regressions by the establishment’s average employment over

t +h −1 and t +h, divided by the sum of these weights across all establishments in the given year.15

With the inclusion of year fixed effectsψt , the estimate γ(h) has a difference-in-difference interpreta-

13In particular, we can only obtain the QFR data in so-called Economic Census years–those that end in 2 or 7. Appendix
Section A.2 details how we interpolate book leverage between these years, as well as approximate the sampling weights used in
the actual QFR survey.

14For this figure, we zoom in on a single sector, manufacturing, to avoid complications from the changing sectoral composi-
tion of public firms over time.

15Average employment is the weight that aggregates the establishment-level Davis and Haltiwanger (1992) growth rates. We
normalize the weights by the total sum across all observations in the given year to ensure that secular employment growth, as
well as trends in the economy-wide importance of public firms, do not allow particular years or credit cycle episodes to drive
the results.
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tion: it tells us how, as aggregate credit conditions loosen, the employment growth of risky firms changes

compared to that of less risky firms. This identifies the causal object β(h) from (2) if the following condi-

tion holds:

Identification condition I: firm employment growth. The OLS estimate of γ(h) in (3) identifies the causal
employment effect of spread changes induced by credit market fluctuations, β(h) in (2), if and only if, con-
ditional on controls,

E
[

ct ×E[π f ,t−1 ·ϵ(h)
e f t |t ]

]
= 0 (4)

where, with Γ(h)
e f t is the firm’s sensitivity to nonfinancial conditions zt and λ(h)

e f t an idiosyncratic shock,

ϵ(h)
e f t = Γ(h)

e f t · zt +λ(h)
e f t

Assume that E[π f ,t−1 ·Γ(h)
e f t |t ] is time-invariant. Then, the above condition (4) is satisfied if and only if

either of the following two conditions hold:

1. Credit conditions orthogonal to nonfinancial conditions: Et [ct · zt ] = 0

2. Sensitivity to credit orthogonal to sensitivity to nonfinancial conditions: Et [π f ,t−1 ·Γ(h)
e f t |t ] = 0

The causal effect is identified if and only if risky firms do not, when credit is booming, experience sys-

tematically different employment growth dynamics due to factors outside of the credit market. This

condition holds if either (i) ct is orthogonal to nonfinancial conditions zt , or (ii) risky firms do not on

average have different sensitivities to zt . This first condition is strongly counterfactual: our measure of

ct has a 0.45 correlation with contemporaneous real GDP growth.16 As such, identification will boil down

to whether risky firms respond differently to aggregate nonfinancial conditions.

2.5 Baseline OLS estimates, Compustat sample

Contemporaneous effects Table 1 presents the estimates for our Compustat sample over 1978-2020

when we run regression (3) for contemporaneous employment growth (h = 0). In row one, we show

the estimate η(0) on firm default risk. We scale η(0) so that it can be interpreted as the “long-run” semi-

elasticity of employment growth to spreads: the difference in the growth of a risky firm that, when ct is at

its sample mean, faces spreads that are 100 basis points higher than those of a a less risky firm. Row two

presents γ(0), the main estimate of interest: the semi-elasticity of a risky firm’s employment growth to a

100 basis point relative reduction in spreads driven by a higher value of ct . Column (1) shows that when

16This is consistent with theories of endogenous credit conditions in which strong recent economic performance is what
drives lower spreads, through behavioral distortions (Bordalo et al., 2018), financial frictions (He and Krishnamurthy, 2013), or
the interaction of the two (Maxted, 2023). It is also consistent with evidence of causal feedback effects from credit supply to
aggregate demand over the credit cycle (Di Maggio and Kermani, 2017; Mian et al., 2020; Benguria and Taylor, 2020)
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we include just establishment and year fixed effects, γ(0) is estimated to be around 2. This implies that

a 100 basis point decrease in a risky firm’s spread is associated with the firm increasing its employment

growth by 2 percentage points, compared to a less risky firm.

In Columns (2)-(5), we add controls designed to absorb potential sources of correlation between a

firm’s default risk and its sensitivity to nonfinancial conditions. Conceptually, there are two potential

sources. The first is that risky firms may systematically participate in input or product markets that load

more heavily on the business cycle; this may indeed be an important reason why investors perceive these

firms to be risky. To address this identification threat, starting in Column (2) of Table 1, we add granular

year t-region r -industry k fixed effects, φr kt , for r the establishment’s MSA and k the establishment’s

four-digit NAICS. The estimate of γ(0) is virtually unchanged between Columns (1) and (2). To the extent

that establishments in the same tightly-defined industry-by-region pair are subject to similar nonfinan-

cial shocks (eg. aggregate demand), omitted-variables bias from differential business cycle exposure may

thus not be a significant concern in practice.

Even if the nonfinancial conditions faced by firms are effectively held constant in this way, there

remains a second identification threat: risky firms may respond differently to the exact same conditions,

as implied by financial accelerator theories (eg. Bernanke et al., 1999).17 To eliminate this threat, we

must utilize variation in credit conditions that is orthogonal to nonfinancial shocks. We attempt to do by

effectively running cross-sectional Jordá (2005) local projections. In particular, we add controls for the

interaction of default risk with two lags of ct in Column (3); interactions of risk with contemporaneous

and lagged GDP growth in Column (4); and interactions of risk with the contemporaneous and lagged

level of the unemployment rate level in column (5).18 The estimates of γ(0) are reasonably stable as these

cyclical interaction controls are added; this is consistent with the fact, discussed in Section 1.1, that

existing work has not found robust empirical support for the prediction that risky firms systematically

respond to nonfinancial shocks differently. These controls are admittedly crude and do not address the

potential for credit conditions to causally influence aggregate nonfinancial conditions in the same year.

Still, they provide some reassurance that the potential correlation between firm risk and sensitivity to

business cycles is not driving the estimates in Table 1.

17As formalized and discussed by Ottonello and Winberry (2020), these theories are generally ambiguous regarding whether
riskier firms should react more or less strongly to an aggregate shock.

18We consider both GDP growth and the unemployment rate level based off past work, such as Fort et al. (2013), that finds
non-trivial differences in the cyclicality of firms (by age or size) when using one measure versus the other. In unreported results,
we also estimate similar values for γ(0) if we control for interactions of business cycle conditions in the establishment’s region
and industry or, owing to the potential relevance of intra-firm capital markets (Giroud and Mueller, 2021), the employment-
weighted average of conditions across the firm’s different regions and industries.

13



Dynamic effects We now turn to estimating whether the initial increase in risky firms’ employment

during credit booms persists or reverts. Figure 2 shows the estimates of γ(h) when we run the baseline

regression (3) for annual horizons h = 0 to h = 4. We focus on the specification from Column (4) of Table

1, which includes year-region-sector fixed effects and the interaction of default risk with lags of ct and

GDP growth.19 The large, positive contemporaneous response of employment growth to loose credit

conditions reverts around the same time that credit conditions themselves do: the estimated year-over-

year employment effect becomes negative starting in year t+2 and goes down to a statistically significant

level of around −1.4 percentage points at t +3. As shown by the dotted black line, which cumulates the

estimated coefficients up to and including each horizon h, this negative growth brings the year t + 4

employment of a risky firm slightly below its initial level. Our baseline OLS estimates thus imply that

while risky firms experience significantly higher employment growth during credit booms, over the next

few years this growth is reversed, and even overshoots its return to its pre-boom level.

2.6 Estimates in the QFR sample

We now consider whether risky firms in the representative sample of manufacturing firms from the QFR

also exhibit boom-bust dynamics in their employment growth. A priori, it is not clear. Smaller firms rely

less on market-based sources of credit, potentially making fluctuations in the bond market less relevant

to their cost of credit. On the other hand, smaller, private firms are more likely to be bound by credit

constraints, which Appendix Table A3 indicates are relaxed during credit booms.

Figure 3 shows the estimates of γ(h) when we estimate regression (3) over horizons h = 0 to h = 4

on our QFR sample, using book leverage as the proxy for default risk.20 We scale γ(h) by the relationship

among Compustat firms between book leverage and distance to default, which allows us to directly com-

pare the estimated value of γ(h) from Figure 3 (QFR sample) to the estimates from Figure 2 (Compustat

sample). The average risky firm in the QFR experiences a boom-bust cycle in employment growth that

is even more pronounced than for the average Compustat firm: the contemporaneous (h = 0) effect is

larger at 3 percentage points, while the subsequent reversal starts sooner and is significantly larger. The

cumulative h = 4 estimate in Figure 3 implies that, following a 100 basis point decline in its relative cost

of credit in year t , by year t +5, a risky firm’s employment is 4% lower than its initial level.

19Note that the coefficient for h = 0 in Figure 2 differs slightly from the estimate from Column (4) of Table 1. This is because
for the dynamic regressions, we drop observations after 2015 so that the same is kept the same as the horizon h increases.

20Appendix Table A6 shows how the contemporaneous estimates change as we add in additional controls, analogous to Table
1 for the Compustat estimates.
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2.7 Mechanism of risky firms’ employment dynamics over credit cycles

Contemporaneous effects Our estimates imply a semi-elasticity of employment to credit spread changes

of around 2 percentage points. To interpet this magnitude, it useful to consider two underlying mecha-

nisms by which changes in firms’ credit spreads could affect employment.

First, consider a neoclassical setting in which there are no direct interactions between a firm’s cost

of credit and their employment. If risky firms’ marginal financing comes entirely from debt, we can

interpret our estimate as the elasticity of employment to the user cost of capital.21 Curtis et al. (2022)

combine quasi-experimental estimates from tax changes with a structural model to find that, due to

capital-labor complementarity, the elasticity of labor to the user cost of capital is around 3 to 4 percent-

age points.22 The lower magnitude of our estimate could perhaps be explained by the fact that credit

boom-induced spread changes are not long-lasting, dampening their impact on capital investment rela-

tive to tax changes. Indeed, Appendix Figure A2 uses data from the Census’s Annual Survey of Manufac-

turers to show that the response of risky firms’ physical capital growth to ct is muted, both overall and

relative to the response of employment.

Second, suppose risky firms are bound by borrowing constraints that affect their labor demand, ei-

ther directly or through production complementarity with capital. If loose credit conditions relax these

constraints, then we can interpret the employment elasticity that we estimate as partially arising from

risky firms’ ability to issue more debt. In Appendix Table A4, we estimate that a risky firm with a 100

basis point reduction in spreads increases its relative debt issuance as a share of assets by 0.9 percent-

age points. Our employment estimate thus implies a quasi-elasticity of employment growth to asset-

normalized debt issuance of around 2.2. This is comparable to, though a bit lower than, the estimate of

Benmelech et al. (2021) of the impact of a firm being forced to de-lever when its long-term debt matures.

This indicates that, while the employment effects that we estimate may be in-part driven by risky firms’

borrowing constraints varying with aggregate credit conditions, the cost of capital mechanism discussed

21The assumption of 100% debt financing is arguably inconsistent with a neoclassical setting in which the cost of credit can
only affect labor demand via capital-labor production complementarity. Loosely, we are considering a firm that is constrained
in its ability to issue equity but not debt. Relatedly, one could argue that to compute the elasticity, we should use the relationship
between ct and the actual return on risky firms’ debt, rather than just the change in spreads. As Appendix Table A1 shows, a
credit boom-induced 100 basis point decrease in spreads is associated with a larger decrease (4% to 8%, depending on the
horizon) in the returns of risky firms’ corporate bonds. Using these returns would imply an employment elasticity well below
unity. We do not emphasize this number, though, since we view the implicit assumption that we would make in computing the
elasticity with bond returns – that risky firms can time their debt issuance and repurchase behavior to take advantage of the
reversion of booming credit conditions – as inconsistent with the 100% debt financing assumption.

22The headline numbers that Curtis et al. (2022) discuss, 0.6 to 0.8 percentage points, are significantly lower than this. This is
because they emphasize estimates of the employment elasticity that utilize a structural estimate of the effect of the tax bonus
depreciation policy on firms’ cost of capital that is inclusive of the effects of the policy on alleviating firms’ financial constraints.
Our estimate reflects the reduced-form effect of changes to credit spreads, and so we compare it to the reduced-form estimates
of the tax policy reported in Curtis et al. (2022).
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above may also be relevant. As discussed in Section 3.5, we find suggestive evidence that for especially

risky or financially-constrained firms, the cost of capital and borrowing constraint mechanisms comple-

ment each other’s effects on employment over credit cycles.

Reversal of boom-time employment growth What leads risky firms to destroy the jobs that they cre-

ated during booms as credit conditions normalize? We find suggestive evidence that the lower credit

spreads that risky firms experience during credit booms delay, but do not prevent, the arrival of acute

financial distress. Appendix Figure A7 shows estimates from annual firm-level local projections in which

we regress indicators for various types of distress on the interaction between default risk and ct . Loose

credit conditions at year t are associated with lower probabilities that risky firms file for bankruptcy,

default on outstanding corporate bonds, or are in violation of a loan covenant. But by year t + 2, as

aggregate credit conditions revert, all of these events becoming significantly more likely. Risky firms’

propensity to engage in mass layoffs or close establishments follows the same inverse boom-bust pat-

tern, as shown in Appendix Figures A1 and Figure A3 for, respectively, our Compustat and QFR samples.

These results suggest that even though credit booms allow risky firms to reduce the interest burden on

their outstanding debt (Appendix Table A5), the beneficial effects on their financial health are counter-

acted by their increased issuance of new debt (Appendix Figure A4). When loose credit conditions revert

and/or the macroeconomy declines (Lopez-Salido et al., 2017), risky firms experience pent-up financial

distress that is associated with the destruction of the jobs that they created during the boom.

3 Exploiting random variation across firms to aggregate credit conditions

In this section, we show that the boom-bust employment dynamics of risky firms over credit cycles re-

flect the causal effect of credit conditions. We do so by exploiting institutional features of the corporate

bond market, discussed in Section 3.1, that lead to segmentation of bonds with high-yield (HY) versus

investment-grade (IG) credit ratings. We show in Section 3.2 that this segmentation leads the spreads of

HY bonds to be significantly more sensitive to aggregate conditions than those of IG bond, even among

bonds at the HY/IG rating threshold with similar observable characteristics. We exploit this discontinu-

ity to design a matching procedure in Section 3.3 in which we compare firms with BB+ (HY) ratings to

firms with BBB- (IG) ratings. We use this procedure in Section 3.4 to estimate the causal effect of a credit

boom-induced reduction in spreads on employment dynamics. We find that the IV estimates are larger

in magnitude than the OLS estimates from the previous section. In Section 3.5,
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3.1 Institutional details behind HY/IG threshold

We exploit two features of U.S. credit markets. First, due to a number of regulatory and institutional fric-

tions, the U.S. bond market is segmented by whether a bond has a HY or IG rating. Past work has found

that the supply of capital available to the issuers of HY bonds is more sensitive to market disruptions

(Lemmon and Roberts, 2010; Chernenko and Sunderam, 2012). Second, the exact rating that credit rat-

ing agencies assign to a given firm is a noisy signal of the firm’s true creditworthiness. This is, in part,

due to the explicit goals of rating agencies to incorporate news about fundamentals in a gradual, auto-

correlated way (Altman and Kao, 1992) and to disregard the effects of temporary aggregate conditions,

i.e.“look through the cycle” (Cornaggia and Cornaggia, 2013). Together, these two features suggest an

instrument for the sensitivity of a firm’s cost of credit to aggregate conditions: whether a firm is rated

BB+ (the highest HY rating) or BBB- (the lowest IG rating).23 Noise in credit ratings implies that some

BB+ firms will have the same fundamental default risk and exposure to nonfinancial conditions as some

BBB- firms. But due to market segmentation, the credit spreads on the bonds that BB+ firms can issue

may be far more responsive to fluctuations in aggregate credit conditions.

3.2 Bond-level first stage

We first confirm the premise that the prices of BB+ and BBB- bonds respond differently to aggregate

credit market conditions. Letting sbt denote the spread of a bond b in quarter t , we run quarterly bond-

level regressions of the bond’s spread sbt on an interaction of credit conditions ct with a dummy for the

bond’s rating.24 Define 1{r ati ngb,t−1 = BB+} as a dummy variable that equals one if the bond is rated

BB+. On the sample of bonds that, as of quarter t −1, are rated either BB+ or BBB-, we run the quarterly

bond-level regression

sbt =α+η ·1{r ati ngb,t−1 = BB+}+δBB+ ·1{r ati ngb,t−1 = BB+}× ct +φ′
t ×Xbt +ϵb f t (5)

whereφ′
t ×Xbt denotes the interaction between a quarter fixed effectφt a the unique value of a vector of

binned bond-level characteristics Xbt . Controls for bond-level characteristics are motivated by the fact

that we want δBB+ to capture the effect of ct on spreads that reflect the fresh trading prices that a firm

would face when issuing new bonds during quarter t . Because past work has found that HY bonds have

23Throughout the paper, we discuss this measure using the S&P rating convention, even for bonds/firms for which the un-
derlying ratings data comes from Moody’s.

24We run the bond-level regressions at the quarterly frequency, as opposed to the annual frequency of our employment re-
gressions, to maximize the power of our first-stage estimates. For this subsection, the time index t denotes a quarter rather
than year. For the sake of expositional simplicity, we do not introduce additional time notation.
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significantly lower trading liquidity than IG bonds (Lin et al., 2011), Xbt includes bucketed proxies for

liquidity that should partially absorb such differences.25

Figure 4 shows the estimate and 95% confidence interval of δBB+, scaled to be interpreted as the ef-

fect of a 1 standard deviation increase in ct . The spreads of BB+ bonds are, compared to BBB- bonds,

around 45 basis points more responsive to a 1 standard deviation loosening of conditions compared.

This effect is large relative to both the mean (217 basis points) and standard deviation (137 basis points)

of spreads for BB+ and BBB- bonds in our sample. Consistent with this effect being driven by segmen-

tation frictions, the estimate is essentially unchanged when we add a control for the interaction of the

firm’s default risk with ct (dashed orange estimates). Moreover, the differential sensitivity of BB+ versus

BBB- bonds is not present for adjacent rating pairs below or above the HY/IG threshold. We show this

by estimating an identical regression for each rating notch n between BB- and AA and plotting the es-

timates in the same figure. The greater sensitivity of BB+ bonds compared to BBB- bonds is a result of

segmentation frictions, not differences in the fundamental risk of the firms issuing the bonds.

3.3 Firm-level rating measure and methodology

Firm-level instrument To utilize the bond-level variation in sensitivity to aggregate conditions for our

employment regressions, we must aggregate this variation up to the firm level. We follow Chernenko

and Sunderam (2012) in classifying a firm as rated BB+ or BBB- based off the long-term issuer rating it

is given by S&P and available via Compustat. Because this rating type is based off a notion of unsecured

credit risk, and is available for rated firms regardless of if they currently have any bonds outstanding, it

reflects the rating on the marginal bond that the firm could issue, abstracting from covenants on existing

debt. Since data on this is available only starting in 1986, from 1978-1985 we classify firms as BB+ or

BBB- based off the rating on their senior unsecured bonds, for those firm-years that have such bonds

outstanding.

Characteristics of BB+ vs. BBB- firms Among the firms with a credit rating of either BB+ or BBB-, the

assignment of which of the two ratings an agency gives is not random: the average BB+ firm is smaller,

more levered, and riskier than the average BBB- firm (Chernenko and Sunderam, 2012). This lack of bal-

ance is not surprising–there should be some signal in the decision of agencies to grant a firm a BB+ issuer

rating as opposed to a BBB- rating. Importantly, it does not invalidate using the sharp differences in

the sensitivity of BB+ versus BBB- bonds to obtain quasi-random variation in firm exposure to aggregate

25Following Coppola (2022), Xbt includes seven bins for duration, five buckets for bond age, and deciles of amount outstand-
ing
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credit conditions; it just requires that when we condition on observable characteristics when compar-

ing the employment dynamics of BB+ and BBB- firms. Intuitively, conditioning on observables, such as

proxies for default risk, allows the noise in credit rating agencies’ selection of firms into BB+ versus BBB-

to be separated from the signal. Because, as shown in Figure 4, the residual noise in agencies’ assignment

of BB+ versus BBB- ratings has a large effect on the sensitivity of spreads to aggregate conditions, this still

yields a powerful instrument.

Matching methodology We extend the firm-level matching procedure of Chernenko and Sunderam

(2012) to our establishment-level LBD data. For each establishment e with a BB+ parent firm in a given

year, we attempt to find an establishment of a BBB- parent firm that has similar observable character-

istics, denoted m(e).26 We match on three types of features: (i) the market in which the establishment

operates (the exact four-digit NAICS-by-MSA pair); (ii) firm-level determinants of default risk, including

distance to default; and (iii) the firm’s overall exposure to shocks across its different markets.27 Distance

to default is a crude proxy for default risk that may not capture all of the fundamental information em-

bedded in rating agencies’ choices. But combined with the direct measures of exposure to nonfinancial

shocks, it is hard to see why matched BB+ and BBB- establishments should systematically respond in

different ways to aggregate conditions, other than through credit market fluctuations.

We implement a nearest-neighbor matching procedure in which we select the BBB- establishment

m(e) as the one that minimizes the Mahalanobis norm across the continuous matching variables. We

only keep matches where, across all continuous matching variables, the BBB- establishment’s value is

within 1 standard deviation of the BB+ establishment’s value. For each successfully-matched BB+ estab-

lishment, we then run the annual regression

(g (h)
et − g (h)

m(e)t ) =α(h) +γ(h) ×
(
δBB+ · ct

)
+ (Xe f t −Xm(e)m( f )t )+ϵ(h)

e f t (6)

We scale ct by δBB+, the differential sensitivity of BB+ bonds to credit conditions relative to BBB- bonds

that we estimated in Figure (4). Thus, γ(h) captures how the employment growth of a BB+ establishment

26Mechanically, we run the matching procedure at a more aggregated level – firm-by four-digit NAICS-by MSA – which is
convenient when dealing with establishments of certain types of firms that might have many different physical locations in
the same market (eg. coffee shops) . This does not throw away any variation or prevent us from using any matching variables
compared to matching at the establishment level, since our most granular controls are at the firm-industry-region level. We
continue to use notation as if the procedure is run at the establishment level for expositional convenience.

27For (i), we include distance to default, book leverage, Tobin’s Q, assets, and the liquidity ratio. In (iii), we include Bartik
instruments for the mean and volatility of employment growth across a firm’s different industries and regions, along with po-
tential determinants of how intensely shocks in other markets may be transmitted within the firm to the given establishment.
Appendix Section B.6 provides the exact definitions and construction details of these matching variables.
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responds to a 100 basis point reduction in credit spreads compared to its matched BBB- establishment.

Formally, if the average sensitivity to nonfinancial conditions of BB+ establishments is the same as that of

matched BBB- establishments, γ(h) identifies the causal parameter β(h) when interpreted as the average

treatment effect on the treated (ATT) for BB+ firms.

3.4 Estimated employment dynamics

Table 2 presents the contemporaneous estimate γ(0) across specifications in which we vary the included

controls. Column (1) does not contain any controls, while Column (2) adds controls for the deviation of

the continuous matching variables between the establishment e and its match m(e); this accounts for

potential finite-sample bias from an inability to perfectly match observations (Imbens, 2015). Column

(3) adds lags of ct , while Column (4) adds contemporaneous and lagged GDP growth. Across (1)-(4), the

estimated semi-elasticity γ(0) is, at between three and five percentage points, large relative to the OLS

estimates.

One may be concerned about how insightful these estimates are regarding the employment dynam-

ics over credit cycles for typical risky firms. The estimates’ large magnitudes may be driven by shocks

to the relative employment growth of BB+ firms in years with market crashes like in 2008− 09, during

which market segmentation may be especially severe. To test whether the estimates suffer from a lack of

external validity, Column (5) shows estimates in which we allow the estimate to vary for NBER expansion

versus recession years. Reassuringly, the estimates are similar for recessions and expansions, indicating

that they are informative about employment dynamics over both phases of the credit cycle.

We now estimate whether BB+ firms, like risky firms, later reverse the job creation that they engage

in during credit booms. Figure 5 shows 95% confidence intervals on the estimates γ(h) run over horizons

h = 0 to h = 4. Similar to the dynamic OLS estimates, the employment growth of BB+ firms turns sharply

negative in years t +2 and t +3, with a magnitude that is similar to, and slightly greater than, the positive

effects in year t ; Appendix Figure A4 shows that this is the case for both expansions and recessions.

Thus, when credit conditions are loose, the establishments of BB+ firms experience a boom-bust cycle

in employment growth, as compared to the growth of establishments of BBB- firms that lie in the same

local market and have similar observable characteristics.

Support for identification conditions As discussed above, it is not clear what could lead the establish-

ments of BB+ firms to experience different employment dynamics over the credit cycle than matched

establishments of BBB- firms, other than differential sensitivity to credit conditions. To provide further
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reassurance that the effects are not driven by a differential sensitivity of BB+ firms to nonfinancial condi-

tions, we run a placebo test in which we implement the exact same matching procedure for rating pairs

to the left and right of the HY/IG threshold. These rating pairs exhibit a lack of balance with respect to

certain characteristics, like default risk and size, that is similar to that for the BB+/BBB- pair (Chernenko

and Sunderam, 2012). This, along with the fact that the bonds of rating pairs to the left and right of the

HY/IG threshold respond similarly to aggregate credit conditions (Figure 4), is the basis for the placebo

test. If the above employment estimates are driven by the signal in credit agencies’ rating choices that

our matching procedure does not strip out, we should obtain similar estimates for these other pairs.

Figure 6 shows that this is not the case. It plots the contemporaneous estimates γ(0) across different

rating pairs. These are based off estimating equation (6) using the BB+/BBB- first-stage estimate δBB+,

and pooling the sample of matched establishments across multiple adjacent pairs; the left-most estimate

in the figure, for example, runs separate matching procedures on each pair from B-/B to B+/BB-, but

then pools the resulting observations to estimate a single γ(0).28 For rating pairs both below and above

the BB+/BBB- pair, the estimates are statistically insignificant. More importantly, these other estimates

are small in magnitude, with none of their 95% confidence intervals covering the BB+/BBB- estimate.

3.5 Comparison between OLS and IV estimates

Accounting for difference between IV and OLS estimates It is perhaps counter-intuitive that the rating

design produces estimates of the semi-elasticity γ(0) that, at 3 to 5 percentage points, are roughly twice

as large as those from the OLS specification in Table 1. Heterogeneous treatment effects – a greater

responsiveness of the employment growth of some firms to a decrease in credit spreads of the same size

– can help reconcile the differences between the IV and OLS estimates. Table 3 shows estimates from

a non-parametric version of the OLS specification (3) in which we replace the continuous default risk

variable with a categorical variable, the firm’s quintile of risk. The regression also allows the effect of

credit conditions on employment growth to vary with whether the firm has a high yield credit rating, an

investment grade rating, or is unrated.

Panel (a) shows that only a particular set of firms – high yield and unrated firms in the fourth and

fifth risk quintiles – have a significantly different employment response to ct than the omitted group,

investment grade firms in the first quintile. Panel (b) scales the estimates so that they can be interpreted

as the response of employment growth to a 100 basis points greater reduction in spreads. The estimated

28We pool estimates in this way because of the disclosure burdens that we would face in trying to disclose RDC output specific
to each single non-BB+/BBB- pair, given that several of these pairs do not contain many firms. This restriction has the benefit,
though, of increasing the power for our placebo tests.
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semi-elasticity of high-yield firms in the fourth quintile of risk is around 3.5 percentage point.29 Since

the average BB+ firm in our matching sample lies in the fourth risk quintile, this treatment effect het-

erogeneity can explain the relatively large magnitude of the IV estimates. Following a given reduction

in spreads, risky high-yield firms increase their employment by more than the average Compustat firm

does.

Source of treatment effect heterogeneity What is the underlying source of treatment effect hetero-

geneity with respect to risk and rating category? According to our estimates, the semi-elasticity of em-

ployment growth to credit spreads is relatively large (4 to 5 percentage points) for risky high-yield and

unrated firms (Table 3), as well as the average firm in the representative QFR sample (Figure 3). These

firms are all more likely than the average (employment-weighted) Compustat firm30 to face binding bor-

rowing constraints: smaller, private firms and unrated public firms rely on bank credit, while high-yield

firms can only issue bonds with covenants that restrict their future debt issuance (Green, 2018). This het-

erogeneity suggests that the interaction between lower credit spreads and looser borrowing constraints

can help account for the large employment effects of credit booms on risky firms that we estimate.

4 Worker exposure to boom-induced jobs

We now ask whether the jobs that risky firms create during credit booms have important effects on the

future earnings of the workers who take them, despite being short lived. In Section 4.1, we develop a

conceptual framework that explains how this could occur. Boom-induced jobs must be filled by workers

whose longer-run labor market prospects are sensitive to their short-run employment outcomes. After

describing our LEHD data in Section 4.2, we show in Section 4.3 that risky firms’ boom-time employment

growth is driven by the formation of full-time, stable employment relationships with new workers. These

relationships could have long-run consequences for workers, either good (eg. if they serve as a jumping-

off point) or bad (eg. if their value is tied to the firm’s health). In Section 4.4, we estimate whether the

types of workers who may be subject to such path dependency, such as young inexperienced workers,

actually take boom-induced jobs.

29For Panel (b), we scale the estimates for HY firms by summing (a) the predicted effect of ct on spreads due to the differences
in average default risk between firms in the given quintile and firms in the omitted first quintile with (b) the effect of ct on
HY spreads due to bond market segmentation, taking the estimate based off the BB+/BBB- discontinuity from Figure 4. This
could lead the estimates in Panel (b) to understate the semi-elasticity of HY firms, to the extent that the spreads of HY bonds
away from the BB+/BBB- threshold are not as strongly affected by changes in aggregate credit conditions (due to, for example,
lower liquidity). If we only scale the HY estimates by (a), the estimated semi-elasticity for HY firms in the fourth quintile is
substantially higher (above 6).

30In our Compustat sample, investment grade firms make up just 12% of all firms but around 60% of total employment.
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4.1 Conceptual framework

Environment We start from the framework of Section 2.1 in which there are firms whose current and

future employment growth depends on their exposure to time-varying aggregate credit and nonfinancial

conditions. Denote g f t the vector of the current and future employment growth rates of firm f written

in (1). We add in workers, indexed by i , who work at firm f (i , t ) at the end of t . Workers have a vector

of state variables vi t relevant to their productivity, such as formal education and work experience. The

present discounted value (PDV) of the worker’s labor earnings, Wi t , is the sum of current earnings plus

the value of the worker’s human capital:

Wi t ≡ wi , f (i ,t ),t︸ ︷︷ ︸
Current earnings

+H
(

vi t (wi , f (i ,t ),t )︸ ︷︷ ︸
Worker productivity

, zt︸︷︷︸
Aggregate conditions

, g f (i ,t ),t︸ ︷︷ ︸
Current firm

)
(7)

The function H(·) allows the worker’s current job to have path-dependent effects, in two different ways.

First, the worker’s job can bolster their long-run productivity by helping them accumulate general ex-

perience and skills. For simplicity, we assume that the capacity of a job to provide these benefits is

summarized by the amount that it pays, wi , f (i ,t ),t . Second, the worker’s future earnings can be partially

determined by the employment demand of the firm at which they currently work. This would be the case

if the worker accumulates firm-specific skills or if search frictions make finding a new job difficult.

Exposure to boom-induced jobs Consider a worker i who, at the beginning of time t , is unemployed

and deciding between taking a job at different firms. When credit conditions ct are loose, firms whose

spreads are especially sensitive to ct (high δ f t ) create a relatively large amount of new jobs. Conceptually,

if looser conditions prompt the worker to join a firm with a higher δ f t , we say that the worker has chosen

to take a boom-induced job. Formally, we thus denote the worker’s propensity to take a boom-induced

job as δi t , where

δi t ≡
∂δ f (i ,t ),t

∂ct
(8)

To derive an expression for how the decision to take a boom-induced jobs affects the worker’s earnings,

consider a first-order perturbation around the historical means of ct and zt . Define W i t as the PDV of

the worker’s earnings if this perturbation did not affect which job the worker chose to take. This is the

worker’s outside option: the earnings the worker would get in lieu of taking a boom-induced job. Taking
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a first-order approximation of (7), we can then write the impact on the worker of take up as31

Wi t −Wi t ≈ (βr et
i ·δ f (i ,t ),t )× ct +Γz

i t × zt (9)

where βr et
i is the return that the worker receives by choosing to take a boom-induced job:

βr et
i ≡ ∂Wi t

∂δ f (i ,t ),t
(10)

This object is analogous to the expected excess returns on a financial investment in a firm with a high

δ f t , in that it reflects the causal effect of a worker taking a job in such a firm relative to their outside

option. However, there are two important difference. First, whereas for financial investors there exists a

homogeneous outside option, the safe interest rate, workers have heterogeneous outside options. Sec-

ond, even the gross return on taking a boom-induced job can in principle depend on a worker’s type. In

particular, using the expression (7) for Wi t , we can write βr et
i as

βr et
i = ∂wi , f (i ,t ),t

∂δ f (i ,t ),t︸ ︷︷ ︸
Short-run effect

×
(
1+ ∂vi t

∂wi , f (i ,t ),t
· ∂H
∂vi t︸ ︷︷ ︸

Long-run effect, general

)
+ ∂g f t

∂δ f t
· ∂H
∂g f (i ,t ),t︸ ︷︷ ︸

Long-run effect, firm-specific

(11)

The worker’s return to taking a boom-induced job is has three components. The first is the short-run

boost in earnings that the worker may receive by going to a firm that is more exposed to the credit boom.

The second is the beneficial long-run effect that higher short-run earnings may have on the worker’s

general skills and experience. The third component is the long-run effect of becoming attached to a firm

that, based off the results of Sections 2 and 3, may fire its newly-hired workers once the credit boom

recedes. As such, boom-induced jobs can, even if short lived, still have important long-term effects on

workers. For this to be the case, boom-induced jobs must be taken by workers whose future labor market

prospects can be shaped by the potentially lucrative, but unstable, opportunities that these jobs provide.

4.2 Data and measurement

Measuring the creation of firm-worker relationships We want to measure whether risky firms fill the

jobs that they create during booms by forming employment relationships with new workers. Employ-

ment relationships are characterized by jobs that could either allow the worker to accumulate valuable

31For this expression, we define Γz
i t as the effect of a higher value of nonfinancial conditions zt has on the worker via affecting

their choice of job. Recalling from equation (2) that Γ f t is the sensitivity of the employment growth of firm f to zt , Γz
i t is the

same as the term that multiples ct , βr et
i ·δ f (i ,t ),t , except that the firm’s spread sensitivity δ f t is replaced with Γ f t .
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working experience and/or make the worker worse off should the job go away

In principle, risky firms could increase their employment growth during credit booms without creat-

ing jobs that have these properties. This is for two reasons. First, as an accounting identity, the employ-

ment growth rate of a firm during a given period equals its hiring rate minus its separation rate, i.e. the

inflow of new workers net of the outflow of workers who previously worked at the firm (eg. through lay-

offs). During credit booms, risky firms could increase their employment growth by just laying off fewer

workers, rather than enticing new workers to join the firm. Second, in the U.S., it is frequently the case

that firms’ hiring activity reflects the creation of part-time or temporary jobs (Hyatt et al., 2014) or the

recall of previously-employed workers (Fujita and Moscarini, 2017). These hires would not be expected

to have important path-dependent effects on the involved workers.

To measure the rate at which risky firms create new employment relationships in the data, we there-

fore only consider a subset of firms’ employment growth. In particular, we consider employment growth

that comes from hiring a worker into a job that (a) is at a firm where the worker has never before worked,

(b) is taken on a full-time basis, and (c) is stable, in the sense that for an extended period of time, it is the

only job that the worker holds.

LEHD data We construct the rate at which firms create new employment relationships using quar-

terly firm-worker matched data from the Census Bureau’s Longitudinal Employer Household Dynamics

(LEHD) data. The LEHD provides panel data on workers’ earnings and employment histories from state

unemployment insurance records. We have access to the LEHD data for 24 states, with the bulk of states’

data starting by 1997. We observe the quarterly earnings and job characteristics for all workers in these

states.

We focus on the set of Compustat firms that, at some point, employ workers in our LEHD dataset.

Because we cannot observe establishments in the LEHD data, we measure the creation of new employ-

ment relationships, cr eater k f t , at the region r -by industry k-by firm f level, where the region r is the

job’s MSA and the industry k is the job’s four-digit NAICS. In line with the above discussion, we construct

cr eater k f t by counting up the number of prime-age workers that the firm hires during quarter t into full-

time, stable positions, and dividing by the firm-region-industry observation’s initial employment count.

As detailed in Appendix Section B.5, we follow previous work in deducing whether a new job is full-time

and stable based off the worker’s employment status in the quarters surrounding the hire.
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4.3 Creation of firm-worker relationships over credit cycles: all workers

Figure 7 visualizes the year-by-year relationship between the rate at which the firm creates new employ-

ment relationships and its default risk. It plots the coefficient on a regression run each year of cr eater k f t

on π f ,t−1, including fixed effects for the job’s region r -industry k pair. The figure makes clear that over

the credit cycle, risky firms create a significantly higher amount of new employment relationships. This

is particularly noticeable during the booming conditions of the early 2000s.

To quantify the relationship between credit conditions and risky firms’ creation rate, we run a quar-

terly regression at the firm-region-industry level of the form

cr eater k f t =α+η ·π f ,t−1 +γ× (π f ,t−1 · ct−3,t )+φr kt +θr k f +ϵr k f t

where ct−3,t is the average value of ct in the four quarters leading up to (and including) ct ; we use

smoothed credit conditions to address seasonality in firms’ hiring activity, as well as to allow for a lag

between when credit conditions loosen and when risky firms hire more. We report the estimate in the

first column of panel (a) in Table 4. When credit conditions are loose, a risky firm with a 100 basis point

greater decrease in spreads increases the rate at which it creates new employment relationships by 1

percentage point. The creation of new relationships thus accounts for around half of this risky firm’s

2 percentage point increase in employment growth during booms. From the worker’s perspective, the

estimate implies that when ct increases by 1 standard deviation, the likelihood that a worker enters an

employment relationship with a firm in the fifth quintile of risk increases by 1.25 percentage points, rel-

ative to the likelihood of starting a relationship with a firm in the first quintile.32

4.4 Creation of firm-worker relationships over credit cycles: worker heterogeneity

We now consider which workers choose to enter employment relationships with risky firms–i.e, to what

extent there is selection of certain types of workers into boom-induced jobs. We are interested in whether

the types of workers who may be subject to important path-dependent effects of taking boom-induced

jobs are actually the workers who do so. If, for example, boom-induced jobs are predominantly taken by

workers who already attached to the labor market, or older workers who are nearing retirement, there

would be limited scope for these jobs to affect workers’ long-run labor market outcomes. This would

32This follows from the fact that we weight the regression by the initial employment of each firm-region-industry observation,
along with the relationship between ct and the credit spreads of fifth-quintile versus first-quintile firms shown in Figure 1.
Technically, this statement also assumes that the workers who enter into new employment relationships previously worked
at a firm that is also in our Compustat-LEHD sample (rather than coming from a firm outside of this sample or from non-
employment).
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not be the case if boom-induced jobs were disproportionately taken by younger workers with little labor

market experience, whose future labor market prospects are plausibly more affected by their short-term

outcomes.

To see which of these two starkly-different possibilities is closer to reality, Table 4 shows estimates

of specification (4.3) when we measure the creation rate, cr eater k f t , for different subsets of workers.

Panel (a) shows estimates of the rate at which risky firms create employment relationships with workers

who, in the previous quarter, were employed at a different firm (Column 1) versus workers who were not

employed (Column 2). The estimate γ on the interaction term between default risk and credit conditions

is essentially the same for workers that were previously employed versus not employed. This shows that

that these two types of workers account for the same fraction of the increase in risky firms’ creation

of new employment relationships during booms. However, it is the number of new relationships as a

fraction of workers in each given category – not as a fraction of the firm’s employment – that captures

the propensity δi of different types of workers to boom-induced jobs. Since there are more employed

than non-employed workers in the population, γ understates the likelihood that a given non-employed

worker takes a boom-induced jobs. To turn the estimates into per-worker rates, we normalize the value

of γ estimated for each worker type by that type’s population share.33 The second row of the table shows

that with this normalization, our estimates imply that non-employed individuals are far likelier to enter

new employment relationships with risky firms during credit booms.

Non-employed workers’ greater tendency to take boom-induced jobs could be a reflection of younger

workers starting their careers at these jobs, or of older, marginally attached workers using the jobs as a

temporary employment stopgap. In Panel (b) of Table 4, we try to distinguish between these two stories

by running specification (4.3) when we split cr eater k f t by worker age. The per-worker estimates of δi

in the second row show that individuals who are of high-school graduation age (18-20) have by far the

highest propensities to take boom-induced jobs. Following a 1 standard deviation increase in ct , the like-

lihood that a recent high-school graduate enters an employment relationship with a firm in the fifth risk

quintile increases by 3 percentage points more than the probability that they enter a relationship with

33Specifically, for the estimate for previously non-employed workers, we use data from the CPS to divide γ by the ratio of the
non-employed worker population (the number of prime-age, non-institutionalized individuals who are either not in the labor
force or who are unemployed) to total U.S. nonfarm employment. We conduct the analogous normalization for the employed
worker estimate. Seemingly, a more straightforward approach would have been to do this renormalization using the share of
workers in our LEHD sample that are of each worker type. Or, more simply, we could have estimated the type-specific rate by
running regressions at the worker group level rather than at the aggregated firm-region-industry level. However, these more
direct approaches are unfortunately not feasible. This is because we only observe an individual in our sample in a given quarter
if they have strictly positive earnings (in our sample’s 24 states). If a non-negligible amount of boom-driven hires for certain
groups come via inducing more labor force participation – as turns out to be the case – running a worker type-specific hiring
rate regression would bias upwards the estimate of δi .
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a firm in the first quintile. This is likely composed of workers who enter the labor market directly after

high school since, by construction in the data, entering an employment relationship entails working at

a job full time for multiple quarters. This indicates that credit boom-induced jobs are disproportion-

ately taken by workers who have relatively little formal education or labor market experience. A priori,

it is plausible that the future labor market prospects of these workers could be significantly affected by

taking boom-induced jobs, either positively or negatively.

5 Impact of boom-induced jobs on worker earnings

In this section, we present our estimates for the effect of taking a boom-induced job on the worker’s

future earnings, βr et
i . After going over worker-level sample and variables that we use from the LEHD in

Section 5.1, we present graphical evidence of the impact of moving to a high-risk firm during periods of

cheap credit in Section 5.2. We then state the formal conditions to consistently estimate βr et
i in Section

5.3. The ideal variation is based off quasi-random variation in the propensity of workers to take jobs

at firms whose spreads are quasi-randomly more exposed to aggregate conditions. We start in Section

5.4 by using variation that falls short of this idealized form, in that it is based off the actual decision

of workers to move to either high-risk firms or to BB+ versus BBB- firms. To more plausibly satisfy the

conditions to identify causal earnings effects, we present in Section 5.5 estimates from a design that

exploits workers’ parental connections to BB+ versus BBB- firms.

5.1 Data

Worker samples Our sample consists of all workers in our LEHD data, described in Section 4.2, that

take a job at (or are predicted to take a job at) a Compustat firm between 1998-2012. The exact subset of

these workers in our sample depends on the firm- and worker-level variation underpinning our different

designs. To estimate earnings effects on a panel of workers for whom we can observe current and future

earnings, we must drop certain workers (eg. those that leave the labor force); see Appendix Section A.6

for the precise details on these filters.

Worker outcome variables We focus on two worker-level outcome variables, described in detail in Ap-

pendix Section B.7. The first is w (h)
i t , the log of the worker’s total earnings over quarters t +h to t +h +3.

Taking the log of earnings over four quarters smooths out volatile high-frequency changes, and also al-

lows us to include workers in the sample who occasionally have quarters with zero earnings (eg. un-

employment spells). Second, to understand the labor market dynamics underlying movements in w (h)
i t ,
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we construct an indicator variable di spl ace(h)
i t that proxies for whether, over quarters t +h to t +h +3,

the worker becomes involuntary displaced from their job. We set the variable equal to one if the worker

permanently separates from a (previously) full-time, stable job, and, as of the start of the next quarter,

is not yet employed at a new firm. The latter condition makes it more likely that workers for whom

di spl ace(h)
i t = 1 leave their job due to being laid off, exposing them to a potentially costly spell of unem-

ployment (Flaaen et al., 2019).

5.2 Graphical evidence

Before formally estimating βr et
i , we present graphical evidence in Figure 8 of whether the average worker

that takes a boom-induced job experiences different earnings dynamics. The left-hand side plots average

annual earnings for the set of workers hired in a given year by a risky firm (fifth quintile of risk, in blue)

versus a low-risk firm (first quintile, in red), normalized by earnings in the year prior to the hire. The

right-hand side plots the fraction of the workers in each quintile that are displaced. The three panels

show this plot for hiring years that correspond to the peak of the late 1990s credit cycle, 1998 (panel a),

the peak of the pre-GFC cycle, 2006 (panel b), and the start of the post-GFC cycle, 2010. (panel c).

Each of the three episodes share three noteworthy features. First, and consistent with the selection

effects documented in Section 4.4, the workers who join risky firms appear to always be relatively worse

off. Even immediately after the hire takes place, the earnings growth of these workers is lower, and the

displacement rate higher, than workers who join the least-risky firms. Second, there is a kink in the

relative earnings growth of risky firm workers, along with an increase in the relative displacement rate,

around the years that credit conditions spike downwards for each episode (2001, 2008, and 2015). Third,

the 10% to 20% earnings differences across risky versus less-risky workers that open up during periods

of credit market stress do not seem to close even after credit markets have recovered.

5.3 Specification and identification condition

To estimate the return to taking a boom-induced on a worker’s year-h earnings, β
(h,r et )

, we run quar-

terly worker-level regressions of a worker’s outcomes on whether they take a boom-induced job. Among

the set of workers who take a new job, as defined in Section 4.2, we run quarterly worker-level local

projection-style regressions of their earnings on a function of the risk π f (i ,t ),t of the worker’s new firm,

interacted with aggregate credit conditions:

w (h)
i t =α(h) +η(h) ·π f (i ,t ),t +γ(h) × (π f (i ,t ),t ) · ct−3,t )+ψt +Xi t +X f (i ,t ),t +ϵ(h)

i t (12)
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The inclusion of quarter fixed effects means that γ(h) is estimated by comparing the future earnings

dynamics of workers that move to risky vs. less-risky firms during the same quarter. This variation allows

us to identify the causal object β
(h,r et )

from (9 ) if the following condition holds:

Identification condition II: worker human capital returns. The OLS estimate of γ(h) in (12) identifies
the causal return to worker earnings of taking a boom-induced job, β

(h,r et )
in (9), if and only if, conditional

on controls, the following two conditions both hold:

1. Firm-level identification condition holds for new firm f (i , t ): Condition I is satisfied underπ f (i ,t ),t

2. No differential worker selection into risky firms over the credit cycle:

E
[
ct ·E[π f (i ,t ),t ·Wi t |t ]

]= 0

If π f (i ,t ),t is correlated with the sensitivity of the worker’s new firm to aggregate nonfinancial conditions,

violating the first condition in II, then γ(h) will pick up the effects of more than just the reduction of the

new firm’s spreads. Even if the second condition is satisfied, such that γ(h) reflects the causal impact

of taking a job at the firm on the worker’s earnings, it cannot be interpreted as the causal impact of

taking a credit boom-induced job in particular. The second condition in II is violated if there is time-

varying selection of which workers take jobs at risky firms that is correlated with the state of the credit

cycle. This would be the case if either the economic expansions empirically associated with credit booms

(Mian et al., 2017), or the causal impact of credit booms on the attractiveness of jobs at risky firms, lead

different types of workers to take jobs at risky firms relative to normal times. For example, if workers

perceive boom-induced jobs to be unduly risky, only workers with low outside options (Wi t ) may choose

to take them.

As such, to identify β
(h,r et )

, it is necessary that we utilize variation that exhibits randomization in two

senses: first, firm-level randomization in exposure to credit conditions, and second, worker-level ran-

domization in the decision to move to highly-exposed firms.

5.4 Earnings dynamics associated with taking a boom-induced job

We start in this subsection by estimating earnings effects using the endogenous measure of take-up

based off workers’ actual decisions to move to risky firms. Because they embed worker selection, these

estimates may not satisfy the conditions (II) necessary to interpret γ(h) as the causal effect of credit

booms on short- and longer-run worker outcomes, even once we control for a rich set of worker-level

characteristics. Still, the estimates are informative about how closely tied over the credit cycle the earn-

ings dynamics of the workers who take boom-induced jobs are to the employment dynamics of risky
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firms themselves.

To mitigate the identification concerns discussed in 5.3, we include both worker-level controls Xi t

and controls for the hiring firm X f (i ,t ),t . We use the same firm-level controls as in the employment

growth regressions (Table 1): region-by-industry quarter fixed effects for the worker’s new job and in-

teractions of the firm’s risk quintile with lags of credit conditions and GDP growth. At the worker level,

we non-parametrically control for a rich set of proxies for the worker’s characteristics and outside labor

market option. Specifically, we define a vector of binned values of variables related to the worker’s demo-

graphics, observed labor market state at the start of quarter t , and past labor market outcomes.34 The

unique values of these worker-level vectors are then interacted with the industy-by-MSA quarter fixed

effects. This means that γ(h) is estimated by comparing workers with observably similar characteristics

and recent labor market histories that during credit booms move to firms with different risk.

As discussed in Section 3.5, only the economy’s riskiest firms engage in a significant degree of boom-

induced job creation. We thus focus on the results, shown in Figure 9, from a non-parametric specifica-

tion in which we estimate earnings effects associated with taking a job at a firm in the fifth quintile of

risk.35 Workers who move to a risky firm experience boom-bust dynamics in earnings that are quanti-

tatively and qualitatively similar to the firm employment estimates in Figure 2. During a credit boom, a

worker who takes a job at a fifth-quintile firm experiencing a 100 basis point reduction in its spread has

1% higher earnings growth over the next eight quarters. But two years later, this effect sharply decreases,

winding up at−1% before slowly converging back to zero. As seen in the right-hand plot, which shows the

estimates when using di spl acei ,t+k as the dependent variable in (12), the reversion in earnings occurs

alongside a spike upwards in the probability of displacement.

Estimates using random firm variation As an intermediate step towards estimating earnings effects

using randomization across both firms and workers, we first briefly consider estimates when utilizing

just the random firm-level variation embedded in whether a worker takes a job at a BB+ or BBB- firm.

Because BB+ and (matched) BBB- firms have similar labor demand dynamics over the business cycle ab-

sent changes in credit conditions, these estimates plausibly satisfy the first condition in (II). Additionally,

there a priori should be less severe selection among observationally-equivalent workers that take jobs at

34The demographic variables are age, race, and sex; the labor market state variables are employment status and, if applicable,
job quality and employment growth of the previous full-time job; and the labor market experience and outcome variables
are years since full-time entry and average quarterly employment and earnings over the previous three years. The full details
of exactly how we define and construct these variables, and the number of bins we form for each, are provided in Appendix
Section B.8 .

35Appendix Figure A6 also shows the non-parametric estimates for the second, third, and fourth quintiles, while Appendix
Figure A5 shows the estimates from a linear specification.
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BB+ versus BBB- minus firms, compared to the selection with respect to firm default risk. This follows

from the fact that workers seemingly do not perceive large differences in the value of jobs at BB+ ver-

sus BBB- firms, leading to less selection of individuals with different outside options into the relatively

more-exposed BB+ firms.

To continue to control for observable worker characteristics, we adapt the establishment-level match-

ing procedure developed in Section 3.4 to match observations at the worker-by-hiring firm level. For

each worker in our sample that takes a new job at a firm with a BB+ credit rating, we try to find a worker

with similar characteristics that, in the same quarter, takes a job that is in the same region-industry

pair but at a firm with a BBB- rating. For worker-level characteristics, we require exact matches on the

non-parametric controls used for Figure 9. For each BB+ mover, we then choose among the eligible po-

tential BBB- movers by minimizing the Mahalanobis norm across the same (hiring) firm-level matching

variables as described in (3.3), applying the same requirement that each of these variables be within 1

standard deviation for a match to be usable. For each BB+ worker i with a valid matched BBB- worker

m(i ), we then estimate

(w (h)
i t −w (h)

m(i )t ) =α(h) +γ(h) × (δBB+ · ct−3,t )+ (X f (i ,t )t −X f (m(i ),t )t )+ϵ(h)
i t (13)

where X f (i ,t )t includes the predicted effect of deviations of the firm-level matching variables for the

treated versus control worker as well as lags of ct and contemporaneous and lagged GDP growth.

Figure 10 plots the estimates for log earnings on the left-hand side and job displacement on the

right-hand side. The estimated effects of moving to a firm with a 100 basis point lower spread reduction

follow the same boost-bust pattern as in Figure 9. Moreover, the estimates in Figure 10 imply greater

persistence in the post-boom earnings decline of workers that move to exposed firms, with a complete

lack of recovery eight years after the hire.

5.5 Instrumenting for decision to take boom-induced job with parental connections

Even when comparing workers that move to firms with plausibly-random variation in exposure to ag-

gregate credit conditions, the second condition of (II) may be violated. This would be the case if during

credit booms, the marginal worker hired by a BB+ firm is different than that of a BBB- firm. This could

be due to the selection produced by BB+ moving up their labor supply curves, or becoming more or less

attractive (higher wages versus greater risk) to different types of workers, during credit booms. We thus

now estimate the earnings effects of boom-induced jobs based off variation that exploits both firm- and
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worker-level variation. To do so, we need variation in the ability or willingness – not the actual choice –

of workers to move to the jobs created by BB+ firms during credit booms. This variation must be suffi-

ciently strong to induce highly-exposed workers to move to take BB+ jobs, while still being orthogonal

to determinants of the worker’s outside labor market options. We obtain such variation by exploiting

a particular source of segmentation in the labor market: the firms at which an inexperienced worker’s

parents are employed.

Background on parental connections Staiger (2023) finds that in the LEHD, young individuals who

have not yet fully entered the labor force – in the sense of never having held a full-time, stable job –

are disproportionately likely to start their careers at a firm where one of their parents currently works.

Around 5% of workers’ first full-time job is at the same firm that currently employs one of their parents,

with a strikingly-high 30% of all individuals working at their parent’s firm at some point by the time they

turn 30. Moreover, a worker is much more likely to utilize these connections when one of their parent’s

firms is temporarily increasing its hiring rate around the quarter in which the worker graduates from high

school; Staiger (2023) estimates that such a fortunate concurrence of events leads the worker’s earnings

to be 20% than their otherwise-identical peers. Overall, parental connections are an important driver of

whether young individuals take advantage of the job creation of certain firms when starting their careers.

Instrument construction We exploit the significance of parental connections to create an instrument

for taking a boom-induced job based off whether an individual’s parents work for a BB+ or a BBB- firm.

As fully detailed in Appendix Section A.8, to construct the instrument, we follow Staiger (2023) in linking

the LEHD to the 2000 and 2010 Decenniel Census micro-data, in which we can observe the parents of

the universe of individuals who are under 18 as of 2000 or 2010. For each such individual, we take the

firm associated with their parent’s full-time job as of the their imputed high-school graduation quarter

(the third quarter of the year of their 19th birthday), and keep only individuals for which this firm has a

credit rating of BB+ or BBB-.

We construct the instrument based off the parent’s job as of an individual’s high school graduation

year instead of, say, the years in which a given individual actually enters the labor market or graduates

college, for three reasons. First, an individual’s decision of when to enter the labor market may be en-

dogenous to their opportunity set; for example, a recent high school graduate who can more easily join

a fast-growing firm may be less likely to pursue additional education. Using imputed graduation years

based off the worker’s birth year prevents this from driving variation in the instrument. Second, because
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the oldest individual in our sample is of four-year college graduation age only by 2004 or 2005, there is

limited variation in aggregate credit conditions in the pre-GFC period, a significant portion of the years

in our post-2000 sample. Third, Staiger (2023) estimates that parental connections are most important in

driving the initial career decisions of individuals who are relatively less educated, presumably since these

are the young workers whose labor market connections are the most limited outside of their parents.

As detailed in Appendix Section A.8, we apply two additional sample filters: we (a) require that the

worker works full-time at a job within two years of their imputed high school graduation quarter, and

(b) require that the worker has a full-time job as of the third quarter of the year in which they turn 28.

These filters allow us to measure homogeneously-timed short- and longer-run labor market outcomes

for potential entrants, while not requiring workers to have an uninterrupted spell of earnings at the start

of their careers. The exclusion of workers who do not work at a full-time job in the eight quarters after

high school graduation effectively drops workers from our sample who attend a four-year college. Be-

cause the majority of workers who actually take advantage of parental connections are those with little

formal education (Staiger, 2023), this sample restriction should have little impact on our results. It also

allows our estimates to capture the worker type that, as shown in Section 4.4, has the highest propensity

to take boom-induced jobs.

Matching specification As with the HY/IG design considered in Section 5.4, we implement a matching

procedure at the worker-by-firm level. But instead of matching on the characteristics of the BB+/BBB-

firm that the worker actually moves to, we now match on the characteristics of the BB+/BBB- firm that

the parent is employed at as of the entrant’s high-school graduation year. These consist of the same

firm- and firm-by region-by industry level variables as for the firm employment growth estimates (3.3),

including requiring an exact match on the four-digit NAICS-MSA pair of the parent’s job. Because the

characteristics of the firm(s) at which the entrant actually works do not drive variation in the instrument,

we need not condition on any aspect of the worker’s endogenous labor market choices.

In addition to the characteristics of the parent’s firm, we match on parent- and entrant-level variables

meant to alleviate remaining potential concerns, minor as they likely are, about the selection of workers

into BB+ versus BBB- firms whose children have possibly different outside options upon starting their

careers. As detailed in Appendix Section B.9, these include variables that capture the demographics of

the entrant and parent, including the parent’s level of education; variables that capture the past labor

market outcomes of the parent; and a proxies for how much internal firm power parents may have in

order to give their children jobs (their earnings rank within the firm and the number of years they have
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been in their job). For a potential labor market entrant i with a BB+ parent, once we find a suitable match

to an entrant with a BBB- parent, we run the worker-level matching regression as in the previous section

(13), though with different left-hand side outcome variables, as we detail below.

Estimates Table 5 presents the estimates from this matching specification, for outcome variables that

are precisely defined in Appendix Section B.10. Columns (1)-(3) show estimates for dependent vari-

ables that measure whether during credit booms, entrants with BB+ parents are more likely to become

employed in their first full-time, stable job within eight quarters high-school graduation, both overall

(column 1) and at their parent’s BB+ firm in particular (column 2). These estimates are interpreted as

the first-stage, in that they reveal the extent to which entrants that the instrument predicts should par-

ticipate more in the boom actually do so. The estimate in Column (1) implies that in response to a 100

basis point decrease in spreads brought on by loose credit conditions, potential entrants are 4.9 percent-

age points more likely to enter a full-time, stable job in the eight quarters that follow their high-school

graduation. The estimate in Column (2), of how much likelier these workers are to find such a job at

their parent’s firm in particular, is essentially the same number.36 37 As such, individuals with parental

connections to the boom-induced jobs of BB+ firms are more likely not only to take these jobs, but also

to find full-time employment more quickly, as compared to individuals with BBB- parents.

In columns (4)-(5) of Table 5, we estimate the short- and long-run earnings implications of workers

taking boom-induced jobs. Specifically, we implement two-stage least-squares using the estimates in

Column (2) as the first stage. The estimates can thus be interpreted as the treatment effect of a worker

starting their career at a BB+ firm during a credit boom. Unsurprisingly, column (4) shows that the short-

run effect – annualized log earnings over the eight quarters after high-school graduation – is large and

positive; more quickly joining the labor market via taking a boom-induced job leads to a 4.4% increase

in early-career earnings. But column (5) shows that, consistent with the evidence presented in Section

5.4, these initially-positive effects reverse over the long run: during the eight-quarter period that starts

nine years after high school graduation, the workers annualized earnings are 8.2% lower.

The estimates in Table 5 show that while taking boom-induced jobs allow workers to more quickly

36Though an apples-to-apples comparison is not straightforward, these estimates are somewhat larger than those in Staiger
(2023) that are based off the quarterly hiring rate of the parent’s firm. Conceptually, there are two key differences in the labor
demand shocks based off credit cycle exposure that we utilize versus those used by Staiger (2023): first, Staiger (2023)’s shocks
are based off all sources of a firm’s labor demand, nonfinancial and financial; and second, Staiger (2023)’s shocks are by design
meant to be very transitory ones that may not even involve an increase in net employment growth.

37Column (3), for which the dependent variable is the number of quarters that it takes the worker to enter such a job, provides
another way to quantify this: a 100 basis point decrease in the spreads of entrants with BB+ parents leads them to, on average,
find their first job 0.8 quarters sooner after graduation.
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find stable work at the start of their careers, this come at the expense of significantly reducing the value

of their human capital for as long as 10 years after labor market entry.

6 Implications of results

In this section, we discuss the implications of the findings from the previous sections. In Section 6.1, we

contextualize the overall earnings effects and the intertemporal tradeoff that our estimates imply boom-

induced jobs impose on workers. In Section 6.2, we discuss what aggregate implications we can draw

from our cross-sectional estimates.

6.1 Intertemporal tradeoff of boom-induced jobs

Net present value of taking boom-induced job Our estimates imply that boom-induced jobs provide

workers with short-run benefits at the expense of longer-run costs. To understand how large the future

losses of boom-induced jobs are relative to the initial gains, we compute the net present value (NPV) of

the job’s estimated impact on earnings. Cumulating over the period-by-period effectsβ(h−r et ) and letting

ρ be the worker’s discount rate, the NPV is given by

N PV =
∞∑

h=0

β(h−r et )

(1+ρ)h+1
(14)

By plugging our estimates γ(h) into this expression, we can compute the NPV under two assumptions:

first, that the earnings effects of boom-induced jobs do not last more than nine years (the end date of

our estimates), and second, that our estimates γ(h) identify the causal parameter β(h−r et ). We use the

estimates from the specification that exploits variation in whether workers join a BB+ or BBB- rated firm

(Figure 10). This is because, as discussed in Section 3.5, the effect of credit booms on BB+ firms’ relative

employment growth is comparable to the effect that booms have on risky, financially-constrained firms.

Since it is these firms that significantly increase job creation during booms (Table 3), we can measure the

NPV of boom-induced jobs by using the earnings estimates associated with jobs at BB+ firms.38

Concretely, consider the NPV of a worker taking a job at a BB+ firm that experiences the reduction

in credit spreads, relative to a BBB- firm, that we estimate occurred for the three distinct credit cycles in

our 1998−2020 sample. Across the three cycles, the average deviation of ct from its sample mean to its

38Unfortunately, we cannot estimate the NPV using the estimates from Section 5.5 that are based off quasi-random varia-
tion in which workers take jobs at BB+ firms. As discussed in that section, data constraints make it feasible to only estimate
snapshots of the short- and long-run earnings effects, rather than the year-by-year estimates that equation (14) requires.
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peak was around half a standard deviation, which corresponds to a relative decrease in BB+ spreads of

25 basis points. We multiply the earnings estimates γ(h) by 0.25 and plug them into equation (14), and

set the discount rate ρ equal to the average risk-free rate over our LEHD sample period (2%), to obtain

N PV ≈ −3.8%.39 This means that, for the credit cycles in our LEHD sample, the average worker who

took a boom-induced job at a BB+ firm received an NPV of −3.8%, relative to a worker who took a job at

a BBB- firm.

There is an important caveat to this NPV calculation: it only applies in an ex post (equivalently, per-

fect foresight) sense with respect to the realization of future aggregate conditions. This is because our

LEHD sample allows us to estimate worker-level effects over a relatively small time series (1998-2020)

with just three distinct credit cycle episodes. While our estimates are informative about what value

boom-induced jobs ended up providing workers for the credit booms in our sample, they may not nec-

essarily reflect the value of these jobs in an ex ante (full information rational expectations) sense. One

cannot, for example, conclude that workers who moved to BB+ firms during the booms in our sample

made an ex ante “mistake” in doing so.

Magnitude of intertemporal tradeoff Our estimates reveal that boom-induced jobs imposed a sub-

stantial intertemporal tradeoff on workers during the credit cycles in our sample. The estimates of Sec-

tion 5.5 that utilize quasi-random variation across both workers and firms imply that, for the average

credit boom in our sample, a boom-induced job at a BB+ firm caused the earnings of a recent high-

school graduate to be 8.2% lower. This is comparable in magnitude to the long-term effects that past

work has found are associated with finishing school and entering the labor market during a recession.

Based off Schwandt and von Wachter (2019), a high-school graduate who entered the labor market dur-

ing the troughs of the two recessions in our sample, 2001 and 2007-09, had, respectively, 4% and 13%

lower earnings seven years later.40

39In calculating this number, there are two particular choices we make that, arguably, make N PV ≈−3.8% a lower bound in
absolute magnitude. First, we consider the effect of jobs created by the set of high-yield firms with the highest sub-investment
grade credit rating, BB+. While the semi-elasticity of employment that we estimate for BB+ firms is comparable to that for the
average high-yield firm (Table 3), the estimated impact of credit booms on the spreads of BB+ firms is mechanically lower.
If, for example, we compute the NPV by using the same earnings estimates but multiplying them by the average reduction in
spreads experienced by firms in the upper quintile, relative to firms in the first quintile, we obtain N PV ≈ −9.5%. Second,
setting the discount rate ρ equal to the risk-free rate neglects the possibility that taking a boom-induced job increase the id-
iosyncratic or aggregate risk in a worker’s labor income. The higher risk associated with boom-induced jobs could imply that
the worker attaches a higher discount rate to the job’s short-run benefits and a lower discount rate to the job’s future costs. For
example, Graham et al. (2023) structurally estimate that, given the composition of the average household’s portfolio of financial
wealth and human capital, it is appropriate to use a −7.4% discount rate to value the earnings losses from a worker’s firm going
bankrupt.

40We compute this number by first computing peak-to-trough increase in the unemployment rate over the two recessions.
Based off the unemployment rate chronology of Dupraz et al. (2023), this is approximately 2% for the 2001 recession (inclusive of
the “jobless recovery” after the NBER-dated recession itself ended) and 6.5% for the 2007-09 recession. We then multiply these

37



We consider the seven year effect for a particular reason: it is the number of years between when

risky firms’ boom-time employment growth starts to reverse (year three) and the horizon of our worker

estimates (year ten). The similarity between the seven year effect of recessions and the ten year effect

that we estimate suggests a particular economic mechanism behind the future costs of boom-induced

jobs. When credit conditions are loose, workers with negligible labor market experience or formal skills

take the jobs that risky firms create and enjoy a period of relatively high earnings. When these jobs are

destroyed, they go back to their initial state – essentially, turning back into a new labor market entrant –

but at a time at which it is even more costly to be in this state than before, a recession.

This discussion brings into focus the intertemporal tradeoffs that the credit booms in our sample

generated in the labor market. The jobs that risky firms were driven to create effectively caused young

workers to borrow against their future labor market income. This reveals that the boom-bust dynamics

associated with credit cycles extend far beyond financial markets and debt-financed consumption.

6.2 Aggregate implications

We now briefly consider the aggregate implications of our cross-sectional firm and worker results. A full

quantitative analysis of these implications is outside the scope of our paper. We focus on suggestive

evidence from analyses that we describe in fuller detail in Appendix Section H.

Mapping cross-sectional estimates to aggregate effects From an aggregate perspective, we care about

the causal impact that loose credit conditions have on the average worker via job creation. Our cross-

sectional estimates do not necessarily capture this effect, due to two “missing intercept” problems. First,

our finding that risky firms create short-lived jobs during credit booms is based off cross-firm variation

in exposure to credit conditions. If credit booms also cause low-risk firms to create jobs – either because

of direct financial market effects or general equilibrium effects – and these jobs have more favorable

long-run consequences on the workers who take them compared to the jobs created by risky firms, our

estimates may overstate the intertemporal tradeoff that credit booms impose. Second, even if low-risk

firms do expand their employment during booms, risky firms’ job creation could allow workers to more

easily obtain jobs at low-risk firms. For example, suppose that, prior to a credit boom, there are more

recent graduates trying to obtain employment than there are vacant jobs. Then, when a boom induces

increases by the year-seven estimate from Figure 8 of Schwandt and von Wachter (2019) of the earnings effects of a high-school
graduate entering the labor market when the unemployment rate is 1 pp higher, which is around −2%. Note that while we focus
on the results of Schwandt and von Wachter (2019), since these are based off U.S. data from 1976 to 2016, the magnitudes that
they estimate are similar to those from other papers in the literature (von Wachter, 2020).
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risky firms to create jobs, there will be less competition in the labor market for low-risk jobs. As a re-

sult, the workers who take low-risk jobs during booms – the control group in our cross-sectional worker

regressions – will have indirectly benefited from loose credit conditions. Below, we discuss suggestive

evidence that, in practice, these missing intercept concerns do not change the conclusion of our results.

Missing intercept I: job creation of low-risk firms We present three different results that, together,

suggest that loose credit conditions do not cause low-risk firms to engage in a significant amount of job

creation.

First, low-risk Compustat firms do not appear to increase their level of real investment during credit

booms. Appendix Figure A8 shows estimates for the response of firms in all five risk quintiles to ct . While

firms in the first quintile issue significantly more debt when conditions are loose, they do so in order to

increase equity repurchases; as a result, their total amount of external financing and assets do not signif-

icantly change. This is consistent with the theoretical prediction of Stein (1996) that the real investment

of financially-unconstrained firms should, under certain conditions, not be affected by variation in in-

vestors’ valuation of their liabilities; it also accords with empirical finding of Ma (2019) that low credit

spreads lead large firms to engage in financing arbitrage across debt and equity markets.

Second, the relatively high growth of risky firms during booms can entirely account for the empirical

covariance between ct and aggregate employment growth. We conduct a partial equilibrium exercise

similar to Chodorow-Reich (2014), in which we impose the assumption that the employment growth of

firms in the first quintile of risk is not affected by changes in ct . For establishments controlled by riskier

Compustat firms in each year, we compute the growth rate that our estimates imply would have prevailed

had ct been at its sample average. Appendix Table A7 shows that the aggregate growth rate under these

counterfactual rates only weakly covaries with ct , in contrast to the strong relationship of ct with the

actual aggregate growth rate.

Third, in regions that are more highly exposed to the boom-induced job creation of risky firms, there

do not appear to be significant general equilibrium spillovers to other firms. At the MSA level, we con-

struct a Bartik instrument, similar to Giroud and Mueller (2021), in which exposure to ct is predicted

based off the ex ante employment shares of Compustat firms with different levels of risk. Appendix Table

A8 shows that the estimated impact on total MSA-level employment (public and private firms) of a 100

basis point reduction in the (weighted) average spread faced by the MSA’s firms is only slightly higher

than the firm-level effect of 2 (Table 1). This suggests that risky firms’ job creation is associated with a

limited degree of either general equilibrium crowd-out or crowd-in (Mian et al., 2022).
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Missing intercept II: ability to obtain existing low-risk jobs Even if the amount of job creation by

lower-risk firms is not affected by credit booms, workers may find it easier to obtain such jobs in booms.

This would be the case if the labor market features strong congestion effects: the workers who take newly-

created jobs at risky firms would compete less aggressively for already-existing jobs at lower-risk firms.41

Indeed, the regional effects of exposure to boom-induced job creation that we estimate in Appendix Ta-

ble A8 suggest that this is the case: risky firms create jobs without crowding out the employment growth

of other firms. In principle, then, boom-induced job creation could positively affect some workers, even

in the future.

We present two preliminary results in the appendix that suggests that these positive indirect effects,

while potentially important, are dominated by the direct negative effects of boom-induced job creation

that we estimate. First, while risky firms’ job creation does not appear to initially crowd out the job cre-

ation of other firms, there appear to be significantly negative spillovers in future years. This is shown in

Appendix Figure A9, which, using our MSA-level Bartik instrument, plots the estimated dynamic effects

of regional exposure to boom-induced job creation. The cumulative four-year effect that we estimate at

the MSA level (−1.75% of initial employment) is well below the four-year Compustat firm effect (less than

−0.5%, Figure 2). Second, and more directly, workers who graduate high school in an MSA that is highly

exposed to boom-induced job creation experience boom-bust dynamics in their earnings. For recent

high-school graduates in our LEHD sample over 2000−2012, Appendix Figure A10 shows the estimated

short- and long-run earnings effects associated with MSA-level exposure to boom-induced job creation.

In MSAs that are more exposed to the job creation of risky firms during booms, the average high-school

graduate’s earnings – without conditioning on whether they actually take a boom-induced job – exhibit

strong boom-bust dynamics. Consistent with the back-of-the-envelope exercise conducted in Section

6.1, the magnitude of the long-term future effects is around a quarter of the estimated effects of gradu-

ating high school in an MSA with an elevated unemployment rate (Appendix Figure A11). We view these

results as preliminary evidence that the positive labor market spillovers of boom-induced job creation

are, for the credit booms in our sample, dominated by the direct negative effects that we estimate, as well

as potential sources of negative spillovers (eg. future decreases in aggregate demand).

41In other work (Blank and Maghzian, 2023), we find evidence that such congestion effects are important: the amount of
workers who are unemployed at a given point in time is an important determinant of a given unemployed worker’s ability to
find a high-paying job.
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7 Conclusion

We use administrative U.S. Census data to estimate the causal impact of aggregate credit booms on firm

job creation, and the causal short- and longer-run effects that boom-induced jobs have on the workers

who take them. We find that loose conditions lead risky firms to engage in a significant amount of job

creation, but to later destroy these jobs when they experience financial distress. These jobs are dispro-

portionately taken by young, inexperienced workers with little formal education. We estimate that these

workers obtain higher short-run earnings as a causal effect of taking boom-induced jobs, at the expense

of significantly lower long-run earnings. The future costs implied by our estimates are large and, based

off preliminary regional evidence, appear to exist even for the average young worker in the economy.

Our finding that credit booms can lead workers to effectively borrow against their future labor in-

come may have important policy implications that we plan to explore in future work. Monetary policy

may have limited ammunition to support strong and inclusive labor markets, to the extent that increased

risk-taking in credit markets is an important transmission mechanism of loose policy (Bauer et al., 2023;

Kashyap and Stein, 2023). But it is conceivable that the negative long-term effects that occur during our

sample period could be mitigated by policies that more actively support the workers of distressed firms,

or the functioning of credit markets, when credit conditions start to revert. To make progress, we must

understand what motivates workers to take boom-induced jobs – including whether they, like lenders,

sometimes neglect to consider the risks associated with credit booms – and whether there are circum-

stances in which loose credit market conditions support the creation of productive, sustainable jobs.
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Figures

Figure 1: Relative employment growth and credit spreads of high- vs. low-risk firms
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Notes: This figure plots the annual employment growth and predicted credit spreads of firms with high default risk
relative to firms with low default risk. The sample consists of manufacturing establishments that, at the start of a
given credit cycle episode (1978, 1983, 1992, 2003, 2010, or 2016), are controlled by a public firm. At the start of
each episode, firms in the sample are put into quintiles of default risk π f t . Default risk is proxied by the negative of
Merton (1974) distance to default, constructed following Bharath and Shumway (2008) (see Appendix Section B.2).
The solid green line (left y-axis) plots the weighted-average employment growth rate of establishments controlled
by firms in the fifth quintile of risk (“high-risk firms”) minus the growth rate of establishments controlled by firms
in the first quintile of risk (“low-risk firms”). Employment growth is measured using the symmetric growth rate
of Davis and Haltiwanger (1992) given by Equation (2.3). The dashed red line (right y-axis) plots the difference
in predicted credit spreads between low- and high-risk firms. This is computed from the measure ct of aggregate
credit conditions that is based off the year-specific relationship between credit spreads andπ f t in the bond market
(see Appendix Section B.1). The dashed red line shows ct after it is multiplied by the difference in π f t between the
average firm in the first quintile and the average firm in the fifth quintile. This allows one to interpret the dashed
red line as the predicted difference in credit spreads between low- and high-risk firms. The solid green line’s value
is large when high-risk firms’ employment growth is high relative to low-risk firms’ growth, while the dashed red
line’s value is large when there is a less negative difference in the credit spreads of low-risk firms relative to high-
risk firms. The correlation between the credit spread series and the employment growth series is, leading the
employment series by h ≥ 0 years, 0.54 for h = 0, 0.35 for h = 1, −0.09 for h = 2, −0.34 for h = 3, −.07 for h = 4.
The correlation between the credit spread series and the capital growth series is, leading the capital series by h ≥ 0
years, −0.07 for h = 0, 0.31 for h = 1, 0.48 for h = 2, 0.37 for h = 3, 0.21 for h = 4.
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Figure 2: Local projections of response of annual establishment-level employment to credit conditions,
Compustat sample
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Notes: This figure plots estimates of the relative employment growth of risky firms when credit conditions are loose.
For an establishment e controlled by a firm f at the start of year t , it shows 95% confidence intervals of γ(h) from
annual establishment-level Jordá (2005) local projections given by

g (h)
et =α(h) +η(h) ·π f ,t−1 +γ(h) ×

(
π f ,t−1 · ct

)
+ψr kt +φe +Xe f t +ϵ(h)

e f t

for annual horizons h = 0 to h = 4. The sample is the set of establishment-years in the LBD from 1978-2016 that
are controlled by a Compustat firm (see Appendix Section A.1). The left-hand side variable g (h)

et is employment
growth from year t +h−1 to t +h, measured using the symmetric growth rate of Davis and Haltiwanger (1992) (see
Equation 2.3). The key right-hand side variable is the interaction between firm-level default risk π f ,t−1 and aggre-
gate credit conditions ct . Default risk is proxied by the negative of Merton (1974) distance to default, constructed
following Bharath and Shumway (2008) (see Appendix Section B.2). Credit conditions are measured based off the
year-specific relationship between credit spreads and default risk in the bond market (see Appendix Section B.1).
Each regression includes (a) establishment fixed effects φe ; (b) year fixed effects ψr kt that are specific to the es-
tablishment’s MSA r -by-four-digit NAICS k pair; (c) interactions of two lags of ct with π f ,t−1; and (d) interactions
of two lags of real GDP growth, as well as year t GDP growth, with π f ,t−1. The regressions are weighted by the
establishment’s average level of employment between years t +h−1 and t +h, divided by the sum of these weights
across all observations in the given year. Standard errors are double clustered on firm and year. The coefficients
are interpreted as the estimated effect on an establishment’s employment growth of a risky firm’s credit spread
being reduced by 100 basis points more as credit conditions loosen, relative to an establishment controlled by a
less risky firm. The bashed black line shows the cumulative effect (as a percent of year t −1 employment) of these
year-over-year estimates, which is the sum of the γ(h) estimates up to and including horizon h.
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Figure 3: Local projections of response of annual establishment-level employment to credit conditions,
Quarterly Financial Report (QFR) sample

-8

-6

-4

-2

0

2

4

6

8

Pe
rc

en
ta

ge
 p

oi
nt

s

0 1 2 3 4
Year

Horizon-h coefficient Cumulative effect

Notes: This figure plots estimates of the relative employment growth of risky firms when credit conditions are
loose. For an establishment e controlled a firm f at the start of year t , it shows 95% confidence intervals of γ(h)

from annual establishment-level Jordá (2005) local projections given by

g (h)
et =α(h) +η(h) ·π f ,t−1 +γ(h) ×

(
π f ,t−1 · ct

)
+ψr kt +φe +Xe f t +ϵ(h)

e f t

for annual horizons h = 0 to h = 4. The sample is the set of establishment-years in the LBD from 1978-2016 that
are controlled by a manufacturing firm that was sampled in the most recent Economic Census version of the QFR
(see Appendix Section A.2). The left-hand side variable g (h)

et is employment growth from year t +h − 1 to t +h,
measured using the symmetric growth rate of Davis and Haltiwanger (1992) 2.3). The key right-hand side variable
is the interaction between firm-level default riskπ f ,t−1 and aggregate credit conditions ct . Default risk is proxied by
book leverage, scaled by the estimated relationship among Compustat firms between the negative of Merton (1974)
distance to default and book leverage (see Appendix Section B.2). This makes the units of the estimates the same as
those in Figure 2. Credit conditions are measured based off the year-specific relationship between credit spreads
and default risk in the bond market (see Appendix Section B.1). Each regression includes (a) establishment fixed
effects φe ; (b) year fixed effects ψr kt that are specific to the establishment’s MSA r -by-four-digit NAICS k pair; (c)
interactions of two lags of ct with π f ,t−1; and (d) interactions of two lags of real GDP growth, as well as year t GDP
growth, with π f ,t−1. The regressions are weighted by the establishment’s average level of employment between
years t+h−1 and t+h, divided by the sum of these weights across all observations in the given year. These weights
are then multiplied by the parent firm’s QFR sample weight, such that the estimate of γ(h) reflects the behavior of
the average (employment-weighted) manufacturing firm in the economy. Standard errors are double clustered on
firm and year. The coefficients are interpreted as the estimated effect on an establishment’s employment growth
of a risky firm’s credit spread being reduced by 100 basis points more as credit conditions losen, relative to an
establishment controlled by a less risky firm. The dashed black line shows the cumulative effect (as a percent of
year t−1 employment) of these year-over-year estimates, which is the sum of the γ(h) estimates up to and including
horizon h.
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Figure 4: Relative sensitivity of bond spreads to aggregate credit conditions of lower rung in adjacent
credit rating pairs
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Notes: This figure plots estimates of the sensitivity of credit spreads to aggregate credit conditions for bonds in the
lower rung of adjacent credit rating pairs. For a bond b issued by a firm f that, as of the end of quarter t −1, has
a credit rating of either n or one notch above, it shows 95% confidence intervals of δn from quarterly bond-level
regressions of the form

sbt =α+η ·1{r ati ngb,t−1 = n}+δn ·1{r ati ngb,t−1 = n}× ct +φ′
t ×Xbt +ϵb f t

run separately for each notch n from BB- to AA. The sample is the set of bonds between 1978−2020 that have non-
missing price data in the given quarter and that are issued by a firm in Compustat (see Appendix Section A.3). The
left-hand side variable sbt is the credit spread based off the bond’s quarter t trading price, net of the component
explained by duration and prepayment risk (see Appendix Section B.4). The key right-hand side variable is the
interaction between aggregate credit conditions ct and a dummy variable 1{r ati ngb,t−1 = n that equals one if the
bond’s t −1 rating is n and zero if the t −1 rating is one notch above n. Credit conditions are measured based off
the year-specific relationship between credit spreads and default risk in the bond market (see Appendix Section
B.1). Each regression includes a quarter fixed effectφt that is interacted with the unique value of a vector of binned
bond-level characteristics. These bond-level characteristics include (a) seven bins for duration; (b) five buckets for
bond age; and (c) deciles of amount outstanding. The solid purple lines show confidence intervals of δn when the
regression does not include any controls for firm-level characteristics. The dashed orange lines show confidence
intervals when the regression includes controls for the firm’s default risk π f ,t−1 and its interaction with ct . Default
risk is proxied by the negative of Merton (1974) distance to default, constructed following Bharath and Shumway
(2008) (see Appendix Section B.2) The regressions are weighted by the bond’s amount outstanding, divided by the
total amount outstanding across all bonds in the sample during the given quarter. Standard errors are double
clustered by issuing firm and quarter. The coefficients are interpreted as the estimated sensitivity (in basis points)
of a bond’s spread following a 1 standard deviation increase in ct , as compared to the sensitivity of the bond rated
one notch above. The horizontal dashed black line marks the estimate δBB+ – the estimated sensitivity of BB+
bonds relative to BBB- bonds – for the specification that controls for default risk.
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Figure 5: Sensitivity of employment growth to aggregate conditions of BB+ vs. matched BBB-
establishments
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Notes: This figure plots estimates of the effect of loose credit conditions on the employment growth of the estab-
lishments of firms with a high-yield BB+ rating, relative to matched establishments of investment-grade firms with
a BBB- rating. For an establishment e that as of year t is controlled by a firm f that has a BB+ rating, it shows 95%
confidence intervals of γ(h) from annual establishment-level regressions given by

(g (h)
et − g (h)

m(e)t ) =α(h) +γ(h) ×
(
δBB+ · ct

)
+ (Xe f t −Xm(e)m( f )t )+ϵ(h)

e f t

for annual horizons h = 0 to h = 4. The sample is the set of establishment-years in the LBD from 1978-2016 that
are (a) controlled by a Compustat firm that is rated BB+; (b) not their firm’s headquarters (see Appendix Section
Appendix Section A.4), and (c) can be matched to an establishment m(e) that lies in the same MSA and four-digit
NAICS and is controlled by a firm with observably similar default risk but that is rated BBB-. See Section 3.3 for the
details of the nearest-neighbor matching procedure. The left-hand side variable the difference between g (h)

et , the

employment growth from year t +h −1 to t +h of the BB+ establishment, and g (h)
m(e)t , growth of the matched BBB-

establishment. Employment growth is measured using the symmetric growth rate of Davis and Haltiwanger (1992)
(see Equation 2.3). The key right-hand side variable is aggregate credit conditions ct , scaled by δBB+, the estimate
from the bond-level regressions shown in Figure 4 of how much more sensitive the spreads of BB+ bonds are to
ct compared to spreads of BBB- bonds. All regressions include the following controls: (a) the differences Xe f t −
Xm(e)m( f )t in the values of of the continuous matching variables between e and its matched establishment m(e),
(b) two lags of ct , and (c) two lags of real GDP growth, along with year t GDP growth. The regressions are weighted
by the BB+ establishment’s average level of employment between years t +h −1 and t +h, divided by the sum of
these weights across all observations in the given year. Standard errors are triple clustered on BB+ firm, year, and,
following Abadie and Spiess (2022), matched BBB- firm. The coefficients are interpreted as the estimated effect
on an establishment’s employment growth when its controlling BB+ firm experiences a 100 basis point greater
reduction in spreads as credit conditions loosen, relative to the growth of the matched BBB- establishment. The
dashed black line shows the cumulative effect (as a percent of year t − 1 employment) of these year-over-year
estimates, which is the sum of the γ(h) estimates up to and including horizon h.
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Figure 6: Relative sensitivity of employment growth to aggregate conditions of lower rung in credit
rating pair
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Notes: This figure plots estimates of the change in the contemporaneous employment growth of the establishments
of firms with a certain credit rating, relative to matched establishments of firms rated one notch higher, when credit
conditions loosen. For an establishment e that as of year t is controlled by a firm f that has a credit rating of notch
n, it shows 95% confidence intervals of γ(0) from the annual establishment-level regression

(g (0)
et − g (0)

m(e)t ) =α(0) +γ(0) ×
(
δBB+ · ct

)
+ (Xe f t −Xm(e)m( f )t )+ϵ(0)

e f t

We conduct separate matching procedures for each notch, but pool the samples to run the regressions in the way
indicated on the x-axis. For example, the first coefficient shows the result of a regression that pools observations
from three separate matching procedures: B-/B, B/B+, and B+/BB-. For each of the regressions, the sample is the
set of establishment-years in the LBD from 1978-2016 that, as of the start of the given year, are (a) controlled by a
Compustat firm with rating n; (b) not their firm’s headquarters (see Appendix Section Appendix Section A.4), and
(c) can be matched to an establishment m(e) that lies in the same MSA and four-digit NAICS and is controlled
by a firm with observably similar default risk but that is rated one notch higher than n. See Section 3.3 for the
details of the nearest-neighbor matching procedure. The left-hand side variable is the difference between g (0)

et ,

the employment growth from year t − 1 to t of the notch-n establishment, and g (0)
m(e)t , the growth of the higher-

rated matched establishment. Employment growth is measured using the symmetric growth rate of Davis and
Haltiwanger (1992) (see Equation 2.3). The key right-hand side variable is aggregate credit conditions ct , scaled
by δBB+, the estimate from the bond-level regressions shown in Figure 4 of how much more sensitive the spreads
of BB+ bonds are to ct compared to spreads of BBB- bonds. All regressions include the following controls: (a) the
differences Xe f t −Xm(e)m( f )t in the values of of the continuous matching variables between e and its matched
establishment m(e), (b) two lags of ct , and (c) two lags of real GDP growth, along with year t GDP growth. The
regressions are weighted by the notch-n establishment’s average level of employment between years t −1 and t ,
divided by the sum of these weights across all observations in the given year. Standard errors are triple clustered
on the notch-n firm, year, and, following Abadie and Spiess (2022), the higher-rated matched firm.
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Figure 7: Annual relationship between firm default risk and creation rate of new employment
relationships
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Notes: This plot shows the relationship over time between the rate at which a firm creates new employment rela-
tionships and its default risk. For establishments of a firm f operating during quarter t in MSA r and four-digit
NAICS k, it shows 95% confidence intervals of η from the quarterly firm-by industry-by region regression

cr eater k f t =α+η ·π f ,t−1 +ψr kt +ϵ f r kt

run separately for each year from 1998 to 2020. The sample is the set of firm-region-industry observations that
are in our LEHD sample over 1998-2020 and are controlled by a Compustat firm (see Appendix Section A.5). The
left-hand side variable cr eater k f t is the number of new employment relationships that the firm-industry-region
observation creates during quarter t , as a fraction of its employment at the start of the quarter. An employment
relationship is created when the firm hires a worker that it had never before employed into a full-time, stable job, as
detailed in Appendix Section B.5. Firm-level default risk π f ,t−1 is proxied by the negative of Merton (1974) distance
to default, constructed following Bharath and Shumway (2008) (see Appendix Section B.2). Each annual regression
includes quarter-by industry-by region fixed effects. Standard errors are clustered by firm. The regressions are
weighted by the firm-industry-region observation’s employment at the beginning of quarter t . The graph also
shows the average value during the year of quarterly credit conditions ct (dashed red line), which are measured
based off the year-specific relationship between credit spreads and default risk in the bond market (see Appendix
Section B.1). Both series are multiplied by the difference in default risk π f ,t−1 between the average firm in the fifth
quintile of π f ,t−1 and the average firm in the first quintile of π f ,t−1. The η point estimates are thus interpreted
as the predicted difference in employment relationship creation rates between a fifth- minus first-quintile firm,
while the credit conditions series shows the predicted difference in credit spreads between a first-quintile minus
fifth-quintile firm. The correlation between the two series is 0.66.
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Figure 8: Mean earnings ratios and displacement rates of workers hired by firm in fifth and first
quintiles of default risk
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(b) 2006 hires
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(c) 2010 hires

Notes: This figure shows the average outcomes of workers hired into a new employment relationship by high-
versus low-risk firms during the peak of the first two credit cycles in our LEHD sample (1998 and 2006) and the
first year of the final cycle in our sample (2010). It is based off the sample of prime-age workers in the our LEHD
dataset that have positive earnings over each of the next eight years (see Appendix Section A.6). The solid orange
lines plot average outcomes for workers that, in the year associated with the panel, (a) take a full-time, stable job
at a firm at which they had previously never been employed (see Appendix Section B.5), where (b) the firm is in
Compustat and, in the previous quarter, had default risk in the fifth quintile. The short-dash navy lines shows
average outcomes for workers that take jobs at firms in the first quintile of risk. Firm-level default risk is proxied
by the negative of Merton (1974) distance to default, constructed following Bharath and Shumway (2008) (see
Appendix Section B.2). For each panel, the left-hand graphs show average earnings over each of the next eight
years after the worker takes the job. The first year does not include earnings in the hiring quarter that come from
the worker’s previous job (if applicable). The right-hand graphs show the fraction of workers in each sample that,
in each of the given years, experience a displacement event (separation into non-employment) from any full-time
job during one of the quarters (see Appendix Section B.7). For both the earnings and displacement plots, the
dashed green line shows the difference between the fifth quintile and first quintile series. Note that due to data
aggregation required by RDC disclosure standards, the series can reflect earnings / displacement events that occur
in in the year after that indicated on the x-axis. For example, in panel (b), the high displacement rate of fith-quintile
workers in 2007 partially reflects the displacement of workers who took the fifth-quintile job in the third or fourth
quarter of 2006 and are displaced in the first or second quarter of 2008.
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Figure 9: Outcomes of workers hired by risky firms during credit booms
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Notes: This figure plots estimates of the effect on worker outcomes of taking a job at a risky firm when credit
conditions are loose. For a worker i who takes a job during quarter t at an establishment controlled by a firm f
operating in MSA r and four-digit NAICS k, the figure shows 95% confidence intervals of γ(h)

5 from the quarterly
worker-level regression

y (h)
i t =

5∑
j=2

(
α(h)

j +γ(h)
j × ct−3,t

)
·1{risk quintile f (i ,t ),t = j }+φ′

r kt ×Xi t +θr k f +X f (i ,t )t +ϵ(h)
i f t

run in four-quarter increments h = 0,4, ...,32. This figure only shows estimates associated with jobs at firms in fifth
quintile of default risk γ(h)

5 ; see Appendix Figure A6 for estimates for j = 1,2,3,4. The sample is the set of prime-age
workers in our LEHD sample that take a full-time, stable job at a Compustat firm during quarter t (see Appendix
Section A.6). For the left-side plot, the dependent variable is ear n(h)

i t , which is the log of total earnings over the

four quarters starting with t +h ·4. For the right-side plot, the dependent variable is displace(h)
i t , a dummy variable

that equals one if the worker experiences a experience a displacement event (separation into non-employment)
from any full-time job during one of the four quarters starting with t +h ·4 (see Appendix Section B.7). The key
right-hand side variable is the interaction the quintile of the new firm’s default risk π f ,t−4 as of quarter t −4 with
average credit conditions between quarters t − 3 and t , ct−3,t . Firm-level default risk is proxied by the negative
of Merton (1974) distance to default, constructed following Bharath and Shumway (2008) (see Appendix Section
B.2). Credit conditions are measured based off the year-specific relationship between credit spreads and default
risk in the bond market (see Appendix Section B.1). All regressions include time-invariant firm-region-industry
fixed effects, as well quarter-region-industry fixed effects interacted with the unique value of a vector of binned
worker-level characteristics. As detailed in Appendix Section B.8, these characteristics include variables for the
worker’s demographics, observed labor market state at the start of quarter t , and past labor market outcomes.
The regressions also control for interactions of π f ,t−4 with one- and two-year lags of ct−3,t , as well as with lagged
and contemporaneous GDP growth. The regressions are equal weighted. Standard errors are double clustered by
quarter and new firm. We divide γ(h)

j by the average default risk between firms in the fifth risk quintile and firms

in the first risk quintile. The coefficients are thus interpreted as the effect on workers’ outcomes of taking a job at
a fifth quintile firm that is experiencing a 100 basis points greater reduction in its spread, relative to a worker who
takes a job at a first quintile firm.
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Figure 10: Outcomes of workers hired by BB+ firms during credit booms
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Notes: This figure plots estimates of the effect on worker outcomes of taking a boom-induced job at a firm with
a BB+ credit rating. The estimates are obtained by matching workers who take jobs at BB+ firms to workers who
take jobs at BBB- firms. For a worker i who takes a new job at a BB+ firm during quarter t , the figure shows 95%
confidence intervals of the estimate γ(h) from the quarterly worker-level regressions given by

(y (h)
i t − y (h)

m(i )t ) =α(h) +γ(h) × (δBB+ · ct−3,t )+ (X f (i ,t )t −X f [m(i ,t )],t )+ϵ(h)
i t

run in four-quarter increments h = 0,4, ...,32. The sample is the set of prime-age workers in our LEHD sample that
take a full-time, stable job at a Compustat firm during quarter t that is rated BB+ as of quarter t −4 (see Appendix
Section A.6) and can be matched to a worker m(i ) that takes a job in the same quarter, four-digit NAICS, and MSA
but at a firm with a BBB- rating. See Section 5.4 for details on the nearest-neighbor matching procedure. The
dependent variable for the left-side plot is the difference between i and m(i ) in ear n(h)

i t , which is the log of total
earnings over the four quarters starting with t +h ·4. For the right-side plot, the dependent variable for the right-
side plot is the difference in displace(h)

i t , a dummy variable that equals one if the worker experiences a experience
a displacement event (separation into non-employment) from any full-time job during one of the four quarters
starting with t +h · 4 (see Appendix Section B.7). The key right-hand side variable is average credit conditions
between quarters t −3 and t , ct−3,t , scaled by δBB+, the estimate from the bond-level regressions shown in Figure
4 of how much more sensitive the spreads of BB+ bonds are to credit conditions compared to spreads of BBB-
bonds. All regressions include the following controls: (a) the differences X f (i ,t )t −X f [m(i ,t )],t in the values of of the
continuous matching variables between i and its matched worker m(i ), and (b) one- and two-year lags of ct−3,t , as
well as lagged and contemporaneous GDP growth. Standard errors are triple clustered on the BB+ firm of worker i ,
the quarter t , and, following Abadie and Spiess (2022), the BBB- firm of the matched worker m(i ). The coefficients
are interpreted as the effect on workers’ outcomes of taking a job at a BB+ firm that is experiencing a 100 basis
points greater reduction in its spread, relative to a matched worker who takes a job at a BBB- firm.
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Tables

Table 1: Establishment employment growth and firm risk as credit conditions vary, Compustat sample

(1) (2) (3) (4) (5)
π f ,t−1 -3.061∗∗∗ -3.066∗∗∗ -2.687∗∗∗ -1.812∗∗ -3.230∗∗∗

(0.2449) (0.2734) (0.3630) (0.8637) (1.004)

π f ,t−1 × ct 2.034∗∗∗ 2.001∗∗∗ 1.612∗∗∗ 1.945∗∗∗ 1.864∗∗

(0.4016) (0.5159) (0.4182) (0.7067) (0.7650)

Establishment FEs Yes Yes Yes Yes Yes
Year FEs Yes - - - -
Year-Industry-Region FEs No Yes Yes Yes Yes
Credit condition lags No No Yes Yes Yes
GDP growth interaction controls No No No Yes No
Unemployment rate interaction controls No No No No Yes

Number of establishment-years (N) 11,990,000 11,990,000 11,990,000 11,990,000 11,990,000
Number of firm-years 83,500 83,500 83,500 83,500 83,500
Adjusted R2 (within estab.) .002296 .1116 .1116 .1116 .1116
Within R2 .0008303 .0005079 .0005171 .0005372 .0005237

Notes: This table shows estimates of the contemporaneous employment growth of risky firms when credit condi-
tions are loose, relative to less risky firms. For an establishment e controlled by a firm f at the start of year t , we
run different variants of the regression

g (0)
et =α(0) +η(0) ·π f ,t−1 +γ(0) ×

(
π f ,t−1 · ct

)
+ψt +φeXe f t +ϵ(0)

e f t

The sample is the set of establishment-years in the LBD from 1978-2020 that are controlled by a Compustat firm
(see Appendix Section A.1). The left-hand side variable g (0)

et is employment growth from year t −1 to t , measured
using the symmetric growth rate of Davis and Haltiwanger (1992) (see Equation 2.3). The key right-hand side vari-
able is the interaction between firm-level default risk π f ,t−1 and aggregate credit conditions ct . Default risk is
proxied by the negative of Merton (1974) distance to default, constructed following Bharath and Shumway (2008)
(see Appendix Section B.2). Credit conditions are measured based off the year-specific relationship between credit
spreads and default risk in the bond market (see Appendix Section B.1). All regressions include establishment fixed
effects. For additional controls, Column (1) includes year and establishment fixed effects. Column (2) includes year
fixed effects ψr kt that are specific to the establishment’s MSA r -by-four-digit NAICS k pair. Column (3) adds con-
trols for the interaction of π f ,t−1 with two lags of ct , giving the regressions a local projection interpretation (Jordá,
2005). Column (4) adds controls for the interaction of two lags of real GDP growth, as well as year t GDP growth,
with π f ,t−1. Column (5) replaces the GDP growth interaction controls with analogous controls that use the level
of the unemployment rate rather than GDP growth. The regressions are weighted by the establishment’s average
level of employment between years t −1 and t , divided by the sum of these weights across all observations in the
given year. Standard errors are double clustered on firm and year. The coefficients on π f ,t−1 are interpreted as the
estimated effect on an establishment’s employment growth of being controlled by a risky parent firm that, when
ct is at its sample mean, faces predicted credit spreads 100 basis points higher than the establishment controlled
by a less risky firm. The coefficients on the interaction term π f ,t−1 ·ct are interpreted as the estimated effect on an
establishment’s employment growth of their risky firm’s credit spread being reduced by 100 basis points more as
credit conditions loosen, relative to an establishment controlled by a less risky firm. All sample sizes are rounded
to the nearest hundred following disclosure guidelines by the U.S. Census Bureau. ∗, ∗∗, and ∗∗∗ denote signifi-
cance at the 10%, 5%, and 1% levels, respectively.
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Table 2: Differential employment growth of BB+ establishments to matched BBB- establishments as
credit conditions vary

(1) (2) (3) (4)
δBB+ · ct 3.334∗∗ 3.344∗∗ 5.396 ∗∗

(1.353) (1.544) (2.393)

δBB+ · ct ×1{NBER Expansiont } 5.106∗∗

(2.614)

δBB+ · ct ×1{NBER Recessiont } 4.314
(4.246)

Match variable deviation controls No Yes Yes Yes
Credit condition lags Yes Yes Yes Yes
GDP growth control No No Yes Yes
Number of firm-industry-MSA years (N) 3,000 3,000 3,000 3,000
Number of firm-years 500 500 500 500
Adjusted R2 .00942 .01979 .01954 .02106

Notes: This table shows estimates of the change in the contemporaneous employment growth of the establish-
ments of firms with a high-yield BB+ rating, relative to matched establishments of investment-grade firms with a
BBB- rating, when credit conditions loosen. For an establishment e that as of year t is controlled by a firm f that
has a BB+ rating, we run different variants of the regression

(g (0)
et − g (0)

m(e)t ) =α(0) +γ(0) ×
(
δBB+ · ct

)
+ (Xe f t −Xm(e)m( f )t )+ϵ(0)

e f t

The sample is the set of establishment-years in the LBD from 1978-2016 that are (a) controlled by a Compustat
firm that is rated BB+; (b) not their firm’s headquarters (see Appendix Section Appendix Section A.4), and (c) can be
matched to an establishment m(e) that lies in the same MSA and four-digit NAICS and is controlled by a firm with
observably similar default risk but that is rated BBB-. See Section 3.3 for the details of the nearest-neighbor match-
ing procedure. The left-hand side variable is the difference between g (0)

et , the employment growth from year t −1

to t of the BB+ establishment, and g (0)
m(e)t , the growth of the matched BBB- establishment. Employment growth is

measured using the symmetric growth rate of Davis and Haltiwanger (1992) (see Equation 2.3). The key right-hand
side variable is aggregate credit conditions ct , scaled by δBB+, the estimate from the bond-level regressions shown
in Figure 4 of how much more sensitive the spreads of BB+ bonds are to credit conditions compared to spreads of
BBB- bonds. For controls, Column (1) includes two lags of ct ; Column (2) adds the differences Xe f t −Xm(e)m( f )t in
the values of of the continuous matching variables between e and its matched establishment m(e); and Columns
(3) and (4) add two lags of real GDP growth, along with year t GDP growth. Column (4) shows the regression when
saturated by dummy variables for whether year t contains at least one quarter in which there is an NBER-defined
recession (1{NBER Recessiont } = 1) or not (1{NBER Expansiont } = 1). The regressions are weighted by the BB+
establishment’s average level of employment between t −1 and t , divided by the sum of these weights across all
observations in the given year. Standard errors are triple clustered on BB+ firm, year, and, following Abadie and
Spiess (2022), matched BBB- firm. The coefficients are interpreted as the estimated effect on an establishment’s
employment growth when its controlling BB+ firm experiences a 100 basis point greater reduction in spreads as
credit conditions loosen, relative to the growth of the matched BBB- establishment. All sample sizes are rounded
to the nearest hundred following disclosure guidelines by the U.S. Census Bureau. ∗, ∗∗, and ∗∗∗ denote signifi-
cance at the 10%, 5%, and 1% levels, respectively.
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Table 3: Sensitivity of employment growth to credit conditions, split by risk quintile and credit rating
category

(a) Response to 1 standard deviation ↑ ct (b) Semi-elasticity

Risk quintile HY Unrated IG Risk quintile HY Unrated IG
1 0.144 2.469 1

(2.294) (1.916)
2 1.273 0.5099 0.6831 2 1.582 1.417 1.900

(1.185) (1.085) (1.438) (1.472) (3.015) (4.000)
3 1.823 1.816 1.357 3 1.934 3.650 2.728

(1.195) (1.375) (1.59) (1.268) (2.764) (3.916)
4 3.748∗∗∗ 2.938∗∗ 0.6076 4 3.518∗∗∗ 4.736∗∗ 0.9794

(0.7717) (1.311) (1.81) (0.7243) (2.113) (2.918)
5 4.167∗∗∗ 3.698∗∗∗ 3.001 5 3.374∗∗∗ 4.682∗∗∗ 3.800

(1.29) (1.357) (2.019) (1.045) (1.718) (2.556)

Notes: This table shows estimates of the contemporaneous response of employment growth to loose credit con-
ditions of firms in different risk quintile-rating category pairs. The two panels (a) and (b) show the estimates of
a single non-parametric regression. For an establishment e controlled by a firm f at the start of year t , the table
shows the estimates γ j ,IG , γ j ,HY , and γ j ,N R from the annual establishment-level regression

g (0)
et =

5∑
j=2

(α j ,IG +γ j ,IG × ct ) ·1{risk quintile f ,t−1 = j } ·1{investment grade f ,t−1 = 1}

5∑
j=1

(α j ,HY +γ j ,HY × ct ) ·1{risk quintile f ,t−1 = j } ·1{high yield f ,t−1 = 1}

5∑
j=1

(α j ,N R +γ j ,N R × ct ) ·1{risk quintile f ,t−1 = j } ·1{not rated f ,t−1 = 1}+ψr kt +Xe f t +ϵ(0)
e f t

The sample is the set of establishment-years in the LBD from 1978-2020 that are controlled by a Compustat firm
(see Appendix Section A.1). The left-hand side variable g (0)

et is employment growth from year t −1 to t , measured
using the symmetric growth rate of Davis and Haltiwanger (1992) (see Equation 2.3). γ j ,IG , γ j ,HY , and γ j ,N R are the
estimates on the interaction terms between credit conditions ct and the firm’s default risk quintile j , estimated sep-
arately by credit rating category (investment grade, high yield, or not rated). Credit conditions are measured based
off the year-specific relationship between credit spreads and default risk in the bond market (see Appendix Sec-
tion B.1). Firm-level default risk π f ,t−1 is proxied by the negative of Merton (1974) distance to default, constructed
following Bharath and Shumway (2008) (see Appendix Section B.2). The credit rating categories are constructed
using ratings on outstanding bonds from 1978-1985 and long-term issuer ratings from 1986-2020 (see Appendix
Section B.2). The omitted category in the regression is investment grade firms in the first risk quintile. The esti-
mates in panel (a) show employment growth response of firms in the given risk quintile-by-rating category to a 1
standard deviation increase in ct , relative to IG firms in the first quintile. The estimates in panel (b) are multiplied
by the difference in the average risk π f ,t−1 of firms in the given risk quintile-by-rating category minus the average
of IG firms in the first quintile. The high-yield estimates are in addition multiplied by δBB+, the estimate from the
bond-level regressions shown in Figure 4 of how much more sensitive the spreads of BB+ bonds are to credit condi-
tions compared to spreads of BBB- bonds. The estimates in panel (b) are thus interpreted as semi-elasticities: the
response of employment growth when firms in the risk quintile-by-rating category experience a 100 basis points
greater reduction in spreads than IG firms in the first quintile. The regression includes (a) establishment fixed ef-
fects, (b) year fixed effects ψr kt that are specific to the establishment’s region r -by-industry k pair (MSA-by-four
digit NAICS); (c) interactions of two lags of ct with the risk quintile-by rating category dummies; and (d) interac-
tions of two lags of real GDP growth, as well as year t GDP growth, with the dummies. The regressions are weighted
by the establishment’s average level of employment between years t −1 and t , divided by the sum of these weights
across all observations in the given year. Standard errors are double clustered on firm and year. ∗, ∗∗, and ∗∗∗
denote significance at the 10%, 5%, and 1% levels, respectively.
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Table 4: Response of risky firms’ creation rate of new employment relationships to credit conditions, by
worker type

Overall Employment status
(1) (2) (3)

Prev. employed Not prev. employed
π f ,t−4 × ct−3,t 1.091∗∗∗ 0.5136∗∗ 0.5006∗∗∗

(0.3505) (0.2189) (0.1683)

δi 0.66 2.32
Quarter-Industry-Region FEs Yes Yes Yes
Credit condition lags and GDP controls Yes Yes Yes
Number of firm-LLM-quarters (N) 7,226,000 7,226,000 7,226,000

(a) By worker’s previous labor market state

Overall Age bucket
(1) (2) (3) (4) (5) (6)

18-20 21-24 25-34 35-44 45-54
π f ,t−4 × ct−3,t 1.091∗∗∗ 0.123∗∗ 0.07137 0.3367∗∗∗ .2980∗∗∗ .2521∗∗∗

(0.3505) (0.06971) (0.04847) (0.1198) (0.08013) (0.05278)

δi 2.40 0.54 1.25 1.09 0.93
Quarter-Industry-Region FEs Yes Yes Yes Yes Yes Yes
Credit condition lags and GDP controls Yes Yes Yes Yes Yes Yes
Number of firm-LLM-quarters (N) 7,226,000 7,226,000 7,226,000 7,226,000 7,226,000 7,226,000

(b) By worker’s age

Notes: This table shows estimates of the creation rate of new firm-worker employment relationships by risky firms
when credit conditions are loose. We estimate rates at the firm-industry-region level and then scale the estimates
to obtain per-worker rates δi for workers of a particular type. For establishments of a firm f operating during
quarter t in MSA r and four-digit NAICS k, we run quarterly firm-by industry-by region regressions of the form

cr eater k f t =α(g ) +η ·π f ,t−4 +γ(g ) × (π f ,t−4 · ct−3,t )+φr kt +θr k f +Xr k f t +ϵ f r kt

The sample is the set of firm-industry-region observations that are in our LEHD sample over 1998-2020 and are
controlled by a Compustat firm (see Appendix Section A.5). The left-hand side variable cr eater k f t is the number
of new employment relationships that the firm-industry-region observation creates during quarter t , as a fraction
of its employment at the start of the quarter. An employment relationship is created when the firm hires a worker
that it had never before employed into a full-time, stable job, as detailed in Appendix Section B.5. The key right-
hand side variable is the interaction between firm-level default risk as of quarter t −4, π f ,t−4, and average credit
conditions between quarters t −3 and t , ct−3,t . Firm-level default risk π f ,t−1 is proxied by the negative of Merton
(1974) distance to default, constructed following Bharath and Shumway (2008) (see Appendix Section B.2). Credit
conditions are measured based off the year-specific relationship between credit spreads and default risk in the
bond market (see Appendix Section B.1). Column (1) of both panels shows estimates from a regression in which
the creation rate includes all worker types. Panel (a) also shows regressions in which the creation rate is split by
whether the worker was employed at another firm during quarter t −1 (Column 2) or whether the worker was not
employed at t −1 (Column 3). Panel (b) shows regressions in which the creation rate is split by the worker’s age
as of quarter t , according to the age range indicated in the column titles. The second row in each panel shows
the estimated propensity to take boom-induced jobs δi for the particular worker type whose creation rate is the
dependent variable of that regression. We compute δi computed by multiplying γ by the total number of workers
of the given type as a share of total employment. Each regression includes (a) time-invariant firm-region-industry
fixed effects, (b) quarter-region-industry fixed effects, and (c) interactions of π f ,t−4 with one- and two-year lags of
ct−3,t , as well as with lagged and contemporaneous GDP growth. Standard errors are double clustered by firm and
quarter. The regressions are weighted by the firm-industry-region’s share of initial employment in quarter t . All
sample sizes are rounded to the nearest hundred following disclosure guidelines by the U.S. Census Bureau. ∗, ∗∗,
and ∗∗∗ denote significance at the 10%, 5%, and 1% levels, respectively.
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Table 5: Differential outcomes over credit cycle of labor market entrants with parental connection to
BB+ firm vs. matched worker with parental connection to BBB- firm

HS graduation year entry outcomes Age 19−20 Age 28−29
(1) (2) (3) (4) (5)

Stable job Parent job Qs until entry Earnings Earnings
δBB+ · ct−3,t 4.891 ∗∗ 4.960∗∗∗ -0.7928∗∗

(2.3875) (1.770) (0.4576)

∆ áboom_i nduced_ j obi t 2.186∗∗ -8.206∗∗

(1.4763) (3.5916)

Match deviation controls Yes Yes Yes Yes Yes
GDP growth control Yes Yes Yes Yes Yes
# of BB+ parent entrants (N) 2,600 2,600 2,600 2,600 2,600
# of BB+ firm-years 800 800 800 800 800

Notes: This table shows estimates of the effect on worker outcomes of taking a boom-induced job based off quasi-
random worker and firm variation. The estimates are obtained by instrumenting for the worker’s decision to take
a boom-induced job with whether one of the worker’s parents works at a firm with a BB+ rating or a BBB- rating.
For a worker i who is imputed to graduate high-school during quarter t , has a parent at a BB+ firm, and can be
matched to another high-school graduate m(i ) whose parent works at a BBB- firm, we estimate the specification

(y (h)
i t − y (h)

m(i )t ) =α(h) +γ(h) ×xi t + (X f (i ,t )t −X f [m(i ,t )],t )+ϵ(h)
i t

for two snapshots h, one for the short-run (two years after t ) and another for the long run (nine to ten years after t ).
The sample, detailed in Appendix Section A.8, consists of recent high-school graduates in our LEHD sample from
2000 to 2012 who have a parent at a BB+ firm and can be matched to a graduate during the same quarter whose
parent works at a BBB- firm in the same four-digit NAICS and MSA. See Section 5.5 for details on the nearest-
neighbor matching procedure. Columns (1)-(3) show first-stage estimates that characterize how exposure to a
BB+ firm when credit conditions are loose influences the graduate’s labor market entry outcomes. The key right-
hand side variable is ct−3,t , average credit conditions between quarters t −3 and t , scaled by δBB+, the estimate
from the bond-level regressions shown in Figure 4 of how much more sensitive the spreads of BB+ bonds are to
credit conditions compared to spreads of BBB- bonds. The dependent variable is the difference between worker
i and their match m(i ) of, for Column (1) a dummy variable for whether the worker obtains a stable full-time job
within two years of graduation; for Column (2) a dummy variable for whether the worker obtains a full-time job at
one of their parent’s firms; and for Column (3) the number of quarters from the worker’s high-school graduation
until they obtain their first full-time job (see Appendix Section B.10 for precise definitions). We use the estimate
in Column (2) – which implies that a graduate is 4.96 percentage points more likely to work at their parent’s firm
when it is a BB+ firm that experiences a 100 basis point greater reduction in spreads – as an instrument for whether
the worker obtains a boom-induced job. Columns (4) and (5) show two-stage least squares estimates in which the
dependent variable is the difference between worker i and their match m(i ) of, for Column (4), the annualized log
of total earnings in the eight quarters after high school graduation; and for Column (5), the annualized log of total
earnings in the eight quarters that start nine years after graduation. All regressions include the following controls:
(a) the differences X f (i ,t )t −X f [m(i ,t )],t in the values of of the continuous matching variables between graduate i
and its match m(i ), and (b) contemporaneous GDP growth. Standard errors are double clustered by MSA-quarter
and, following Abadie and Spiess (2022), the BBB- firm at which the parent of graduate i ’s match works. All sample
sizes are rounded to the nearest hundred following disclosure guidelines by the U.S. Census Bureau. ∗, ∗∗, and
∗∗∗ denote significance at the 10%, 5%, and 1% levels, respectively.
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A Sample construction

In this section, we provide details on the composition and construction of the samples used to produce

our main results. For convenience, we put the table and figure numbers corresponding to each sample

in the section header.

A.1 Compustat sample, OLS employment regressions (Table 1, Table 3 , and Figure 2)

We describe here the establishment-level Compustat sample used in the employment growth regressions

of Section 2. We first describe the filters that we apply to quarterly Compustat data to define the baseline

set of firms, and then detail how we link Compustat firm identifiers to a establishments in the LBD.

Sample of Compustat firms For each year t from 1978 to 2020, we take the set of all firms in Compustat-

CRSP as of the first quarter of t . We define our base sample of Compustat firm-years by taking all firms

that pass the following filters:

1. The firm’s headquarters is in the U.S.

2. The firm’s primary industry, as assigned in Compustat, is not in FIRE or utilities(corresponding to

an SIC code of 49 or between 60-69), as is standard in the corporate finance literature

3. The firm has been in Compustat for at least two consecutive years. This is meant to address the

survival bias in the Compustat fundamentals database

4. As of the first quarter of t , the firm has strictly positive book leverage (i.e., either dlcq > 0 or

dltt> 0). This restriction on leverage drops around 10% of firms in Compustat and is not strictly

necessary: although we cannot define distance-to-default for such firms, we could augment the

default risk measure used in our regressions with a dummy variable for having zero leverage and

set distance-to-default to some arbitrary number for zero-leverage firms. We instead exclude these

firms in our baseline regressions for the sake of parsimony. In robustness checks, we find that our

results on the employment sensitivity of risky firms to credit conditions are if anything more pro-

nounced when adding in zero-leverage firms. This is consistent with the findings of Strebulaev

and Yang (2013) that zero-leverage firms appear to be financially unconstrained – paying high div-

idend rates and being more likely to have investment-grade credit ratings – combined with the

results, discussed in Section 3.5, that the employment growth of IG firms is relatively unresponsive

to aggregate credit conditions

Linking to establishments in LBD For each Compustat firm f selected above, we then take the set

of establishments in the LBD that are, if in operation (strictly positive employment) by March of year

t , controlled by the firm as of March of year t ; we also keep establishments whose first year of strictly

positive employment comes after March of year t if their initial controlling firm is firm f . Because the

creation of establishments represents a margin by which firms may organically increase employment (or
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reallocate employment from previous establishments, eg. move to a new headquarters), it is appropriate

to include these establishments in the sample; note that their entry is accommodated by the Davis and

Haltiwanger (1992) growth rates described in Section 2.3, assigning them a year-over-year growth rate of

+2 for the year of entry.

The LBD provides the firm identifier that lbdfid that, based off the Census’s Business Register, al-

low one to observe each establishment’s controlling firm over time.1 To link Compustat firm identifiers

(gvkey) to these LBD identifiers, we execute two steps. First, in the LBD, we create a time-consistent

firm identifier series, which we generically name firmid_tc. This series deals with features of the LBD

that may lead an economically-unique firm’s lbdfid to inappropriately change over time. There are two

sources of such changes that our procedure addresses.

1. First, there could be artificial changes, in which the lbdfid of the same firm changes over time.

The most common reason for this, as discussed by Ding et al. (2022), is that a firm is assigned

a new lbdfid when it switches from being a single-establishment firm to a multi-establishment

firm (or vice versa). Such artificial changes are straightforward to undo: if (a) a given lbdfid f is

last observed in year t , (b) all of f ’s establishments are assigned the same lbdfid f ′ in year t +1,

(c) f ′ is first observed in year t +1, and (d) at t +1, f ′ only controls establishments that are either

newly created at t +1 or were controlled by firm f at t , then for firmid_tc, we replace f ′ with f

for t +1 and all future years

2. Second, as noted by Chow et al. (2021), in producing the LBD, no attempt is made to harmonize the

way in which genuine structural changes are reflected in the lbdfid series. We adjust firmid_tc

for structural changes by applying a simple rule for which lbdfid, if any, should continue to exist

when two or more firms combine at t +1 in a way that destroys one or more lbdfid values that

existed at t . We infer which lbdfid corresponds to the firm that economically continues to exist

based off the composition of the new, combined firm. If, among establishments with positive

employment at t , more than half of the combined firm’s t +1 employment come from an lbdfid

that exits at t , we set the combined firm’s firmid_tc to this lbdfid. If no lbdfid meets the 50%

threshold, then we set firmid_tc to a new generic value.

With our time-consistent firmid_tc series in-hand, we then merge in the gvkey associated with a given

year-firmid_tc using the Compustat-Business Register bridge, available in the RDC and described by

Tello-Trillo and Streiff (2020). Specifically, for each gvkey, we take the latest year for which a match

to a lbdfid is in the bridge. Given the firmid_tc associated with this lbdfid in that year, we then

assign this gvkey to all establishments that, in previous years, have the same firmid_tc. We do this,

rather than merging in the Compustat-Business Register bridge year-by-year, for two reasons. First, the

bridge is based off matching a given gvkey to firms in the LBD year-by-year, using information such as

the firm’s EIN, name, and headquarters location; because of imperfections in the matching, this leads

to occasional jumps back and forth in which gvkey an lbdfid in the LBD is associated with. Second,

1The lbdfid identifiers are an index of the firmid identifiers, except for the fact that the lbdfid identifiers correct for the
recycling of the same value of firmid over time (eg. from one firm exiting and a future firm being assigned the same value).
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because the bridge is in-part constructed using information that comes from the Compustat company

table, and this table provides “header” (last date available) information, the most recent gvkey match in

the bridge is one to which we attach the most confidence.

Additional establishment-level filters, contemporaneous regressions For the contemporaneous re-

gressions of Table 1, we apply one additional filter to the set of LBD establishments matched to a Com-

pustat firm: we drop establishments that provide temporary help services (six-digit NAICS of 561320)

or payroll services (six-digit NAICS 541214). Inspection reveals that in the LBD, establishments in these

sectors are sometimes incorrectly given the total employment of the firms to which these services are

provided, rather than the establishments’ own employment.

Additional establishment-level filters, dynamic regressions For the dynamic regressions of Figure 2,

we keep all of the establishment-years that are in the contemporaneous sample described above, except

observations that lie between 2016 and 2020. We drop these late-year observations to ensure that the

sample stays the same as we vary the horizon length in Figure 2.

A.2 QFR sample, OLS employment regressions (Figure 3)

We describe here the establishment-level QFR sample used in the employment growth regressions of

Section 2.

Constructing annual firm-level dataset As described in Section 2.3, the QFR is a quarterly survey of

a representative sample of firms for which manufacturing for which manufacturing is the primary pro-

duction activity.2 While the QFR data is available at a quarterly frequency to researchers (Crouzet and

Mehrotra, 2020), we only have access to snapshots of the QFR from “Economic Census (EC) years,” de-

fined as years that end in 2 or 7.3 To use the QFR for our employment growth analyses, in non-EC years

we must infer our variable of interest – book leverage – for firms using the available data in EC years. The

vast majority of firms in the QFR are small firms that, in a given quarter, are sampled with a low prob-

ability; for example, firms with assets below $250 million are only sampled with ≈ 5−10% probability.

Because most of these firms are not in consecutive EC years, we must extrapolate their value of book

leverage observed in an EC year to other years.

To do this extrapolation, for a given year t we simply take a firm’s value of book leverage in the last

EC year in which it is available; this corresponds to the actual value when t is an EC year, and a previous

year when t is not. To ensure that the data is not too stale, and that firms included in the sample for a

given year have comparable data, we only keep firm-years in which the firm is sampled in the QFR for

the most recent EC year. When t is an EC year, the sample is just the set of firms in the QFR in at least

2The QFR also contains data on private firms for sectors outside of manufacturing, including retail and wholesale trade.
However, the sampling frame for these sectors imposes a much higher minimum asset threshold ($50 million) than for the
manufacturing sector, increasing the overlap with Compustat in terms of both identify and type of firms covered. We thus do
not include results run on these other industries in this paper.

3The Census only allows researchers to access the full quarterly version of the QFR if their project does not have access to
the LBD.
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one quarter of t ; when t is not an EC year, the sample is the set of firms that were in the QFR during the

closest previous EC year (eg. for 2004, the 2002 QFR).

While this is a crude way to extrapolate the data in non-EC years, the distribution of book leverage

across firms is reasonably stable over time; among Compustat firms, year t leverage has a 0.65, 0.56,

0.49, and 0.45 correlation with leverage in years t+1, t+2, t+3, and t+4, with the correlations between a

firm’s year t rank of leverage amongst all firms and its future rank even higher (0.86, 0.76, 0.69, and 0.62).

This is why we do not other proxies for default risk, such as the interest coverage ratio, that utilize more

volatile income statement variables. The crudeness of the default risk proxy for the QFR sample should

also lead to attenuated estimates of the effect of credit conditions on the relative employment growth of

risky firms.

Sample of QFR firms From this firm-level panel of firms in the QFR, we take all firms that pass the

following two filters:

1. The firm’s QFR data must be of a sufficiently high quality. We base this off whether we can the sum

of the granular asset fields available in the survey equals the sum of the granular liability fields

2. The majority of the firm’s employment must be in establishments that, according to the LBD, en-

gage in manufacturing (two-digit NAICS from 31− 33) as their primary activity. This filter keeps

only firms that, according to the LBD’s industrial classifications, should be included in the man-

ufacturing portion of the QFR. It services two purposes. First, as described below, we impute the

QFR’s sampling weights by using the distribution of employment among such firms in the LBD;

firms that are not majority manufacturing in the LBD do not contribute towards the aggregate em-

ployment weight under this calculation. Second, this filter drops some QFR-sampled firms that

genuinely do operate in manufacturing, but that are, according to the Business Register’s legal

ownership information, controlled by a higher-up firm as part of a diversified conglomerate. Be-

cause the balance sheets of such subsidiary firms potentially do not reflect the exposure of credit

spreads to aggregate conditions, it is appropriate to drop these firms.

Linking to establishments in LBD With this sample of firms, we construct the establishment-level

panel used in our QFR employment growth regressions by merging the firms to establishments in the

LBD, based off the EIN of the firm. As with the Compustat sample, and as described in Appendix Section

A.1, we take all establishments that a firm controls as of year t or creates in some year after t , defining

firms with the time-consistent identifier firmmid_tc. We keep establishments that are not classified by

the LBD as primary engaged in manufacturing, since such establishments are in principle part of the

total operations of a manufacturing firm (eg. warehouses).

Constructing sample weights The version of the QFR to which we have access is missing the QFR’s

sample weights for most years. Since the value of the QFR data, relative to Compustat, is its represen-

tativeness, we manually reconstruct the sampling weights. Following Crouzet and Mehrotra (2020), we

do this by, for each QFR sample wave, taking the number of total firms in each sampling stata reported
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on the Census’s website4 and creating weights for the firms in our QFR sample by the ratio of the num-

ber of firms in that observation’s strata to the number of firms in that strata available in our sample. In

some years, our raw QFR data does not contain the field for observations’ sample strata. For these years,

we impute the sample strata of each observation based off the assets reported for that observation in the

QFR. To account for the possibility that firms that are sampled as part of one strata have assets that would

put it in another strata once actually included in the QFR survey – due to a large change in their assets

between when the QFR’s sample frame is set and when the firm is actually surveyed – we merge in firms’

employment growth over the previous year from the LBD. Applying the relationship between asset and

employment growth estimated on our Compustat sample, we put firms in a higher-asset (lowet-asset)

strata if we observe their employment to have significant increased (decreased) over the past year.

The sample weights that we construct apply for the Economic Census years to which we have access

to the QFR. Thus, the regressions shown in Figure 3 should be interpreted as being representative of

the manufacturing industry as of each Economic Census year. If firms in some asset size strata have

relatively high between-Economic Census year rates of switching between strata (eg. firms that start in

the stratum for low-asset firms are more likely to expand and reach strata for higher-asset firms), then

our between-Economic Census year sampling weights may slightly diverge from the sampling weights

for the actual QFR surveys in these years.

Additional establishment-level filters, contemporaneous regressions For the regressions shown in of

Figure 3, we drop establishments that provide temporary help services (six-digit NAICS of 561320) or

payroll services (six-digit NAICS 541214). Inspection reveals that in the LBD, establishments in these

sectors are sometimes incorrectly given the total employment of the firms to which these services are

provided, rather than the establishments’ own employment. We also drop observations that lie between

2016 and 2020. We drop these late-year observations to ensure that the sample stays the same as we vary

the horizon length.

A.3 Bond sample (Figure 4)

Base sample of bonds We construct our quarterly sample of corporate bonds, which is used both to

estimate the first stage of our credit rating IV regressions (Figure 4), as well as the construct our measure

of aggregate credit conditions, following past work by Gilchrist and Zakrajšek (2012) and Sorensen (2021).

We build a quarterly bond-level panel of prices on the near-universe of publicly-traded corporate bonds

in the U.S. by combining data from three sources that collectively span our sample period, January 1978-

December 2020:

1. The Lehman Brothers Bond Indices (1978-1996) (the “Lehman-Warga database”)

2. The ICE Fixed Income platform (1997-2002)

3. The TRACE standard and enhanced databases (2003-2020)

Note that this panel contains both investment grade and high-yield bonds over the entire time period.

4https://www.census.gov/econ/qfr/historic.html
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Sample restrictions We then merge in bond-level characteristics from Mergent, financial information

for publicly-traded firms from Compustat, and stock price-derived variables from CRSP. We keep only

senior, unsecured bonds issued by publicly-traded firms for which we can observe financial character-

istics via Compustat. We also impose additional selection criteria, similar to that employed by Gilchrist

and Zakrajšek (2012) and Sorensen (2021), to drop bond-quarter observations for which the price data

may be noisy. Specifically, we drop: observations with par value of less than $1 million, less than one

year left until maturity, or extreme levels of credit spreads (lower than .05% or higher than 35%). We also

exclude bonds with non-standard characteristics that may distort the mapping from firm default risk to

the bond’s observed price: bonds that have variable rate schedules or sinking fund provisions, that are

convertible or putable, or that are issued by firms in the financial or utility sectors (firms with SIC codes

in Compustat of 49 or between 60-69).

Finally, we drop the handful of bonds associated with firms that, for the given quarter, do not have

positive debt (according to the Compustat fields dlcq and dlttq). The literal reason we drop these

bonds is that we cannot construct the Merton (1974) distance to default measure for their issuing firms.

The fact that there is an inconsistency between Compsutat reporting that they have no debt and them

having outstanding bonds in our database also makes it sensible to drop these bonds for data quality

reasons.

A.4 Credit rating IV employment regressions (Table 2 , Figure 5, and Figure 6)

Base sample of LBD establishment-years We start with the base sample of establishment-years in the

LBD that satisfy two conditions:

1. The establishment-year is in the Compustat sample used for the OLS employment regressions, as

described in Appendix Section A.1.

2. We can observe the credit rating of the establishment’s controlling firm as of the end of year t −1.

This includes firms that (a) starting in 1986, have a long-term issuer rating from S&P available in

S&P Ratings Direct, or (b) that, at the end of t − 1, have an outstanding senior unsecured bond

in the bond-level dataset described in Appendix Section A.3. We drop the establishments of the

small number of firm-years where the firm has a both a long-term issuer rating and a rating on

outstanding senior unsecured bonds, but the two ratings are not the same as each other.

Restrictions on establishments eligigble for matching For the matching procedure used to implement

our employment growth IV regressions, we keep all establishment-years in the above base sample, other

than those that appear to be auxiliary establishments: establishments that exist to provide services to

other establishments controlled by the same firm. A prominent example is the physical headquarters of

a firm whose main business activities are done in decentralized locations (eg, an airlines or a large man-

ufacturing company with plants not attached to the head office). The rationale for this filter is that the

industry codes available in the LBD for these establishments do not capture the markets to which they

are exposed; for example, headquarters that are separate from the actual operations of the company are
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given the code associated with “Administrative and Support Services” (NAICS 561000), rather than the

codes associated with the actual sectors (eg. air travel) on which the employment decisions headquarters

are seemingly based. The logic of our matching procedure’s requirement that treated (BB+) and control

(BBB-) establishments be in the same region and industry – that such establishments are plausibly ex-

posed to the same markets and nonfinancial conditions – does not apply to auxillary establishments. We

note that the assignment of industry codes that describe the services that auxillary establishments pro-

vide, rather that the markets that they ultimately help produce in, is a feature of how NAICS are defined

(production based, instead market based like SIC codes) rather than how the LBD assigns NAICS.

To proxy for which establishments in the sample are auxiliary, we utilize the internal Census data

sources that, as noted in the appendix of Fort et al. (2013), mark establishments as auxiliary based off in-

formation from various sources, including: the Business Register, the fk_naics_aux datasets compiled

by Klimek and Fort (2018), the Census of Auxiliaries (AUX), the Census of Services (CSR), the Census of

Transportation, Communications, and Utilities (CUT).

A.5 Firm hiring / worker take-up regressions (Figure 7 and Table 4)

Linking Compustat firm identifiers to the LEHD From our raw LEHD data, we want to keep all quar-

terly worker-job observations in which the job is at an establishment that is controlled by a Compustat

firm included in the Compustat-LBD sample (as described in Appendix Section A.1). For the available

years over 1998-2020 in the 24 states in our LEHD sample, our initial LEHD dataset contains the universe

of distinct quarterly worker-job pairs where the worker makes strictly positive earnings that are covered

by UI. To merge in Compustat firm identifiers, we first link LEHD observations to firms in the LBD, and

then apply the Compustat-LBD firm identifier link described in Appendix Section A.1. We conduct the

LBD-LEHD link by merging on the EIN reported in the LEHD. Specifically, we consider a firm in the LBD

– as defined by the time-consistent identifiers that we construct, firmid_tc – to be successfully merged

to an LEHD observation if the LEHD’s observations EIN is one with which the firmid_tc is associated

(based off the Business Reigster).

The only exception is in the case of LBD-LEHD EIN merges in which the majority of the LBD employ-

ment for the firmid_tc are in the temporary help service (six-digit NAICS of 561320) or payroll service

(six-digit NAICS 541214) sectors. These merges likely reflect cases where the firm associated with the

LEHD observation uses an external payroll processing company to handle its administrative UI report-

ing tasks. In these cases, the LEHD lists the EIN of the external processing company rather than of the

firm actually associated with the job’s establishment. Because few Compustat firms outsource their UI

reporting in this way, as well as the difficulty in using information other than EINs (such as name and

address) to link the LEHD and LBD, we simply exclude thse LEHD observations from the sample.

Additional worker-level filters We drop worker-quarters from the sample where either (a) the worker

has a job in a state for which the starting quarter of LEHD data collection was less than four quarters

ago, or (b) the worker has strictly positive earnings over the previous four quarters in a state not included

in our 24 state LEHD sample. We cannot observe the full recent employment history for these workers,
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preventing us from inferring if they take a new job at a particular firm in the given quarter. For example,

suppose that there is a worker-quarter observation in which the worker receives positive earnings from

a particular firm for the first time in our dataset, but this worker has received earnings outside of our

sample states over the past year. It could be the case that this worker was previously employed by the

same firm, but at an establishment in a state not included in our sample, as it making a within-firm job

transfer rather than taking a new job at the firm altogether.

A.6 Worker earnings regressions, firm risk (Figure 8 and Figure 9)

Base sample of quarterly worker observations: We start with the quarterly sample of workers who

receive positive earnings at jobs controlled by a Compustat firm, as described in Appendix Section A.5.

We then keep only the workers that, during the quarter, take a new full-time, initially stable job at the

Compustat firm, as defined in Appendix Section B.5.

Additional worker-level filters: We want to estimate the earnings dynamics of workers who take jobs

during quarter t at Compustat firms with different levels of default risk. Our analyses consider the

worker’s earnings for each year from the quarter of the new job, t , to eight years after the hire. To en-

sure that the results of these analyses are not affected by changes to the sample, we only keep workers

that do not leave the sample at any point over this eight-year horizon. This entails applying two filters.

1. No earnings in states outside of LEHD sample: We drop workers if, during any quarter over the next

eight years, we observe them making strictly positive earnings from a job in a state that is not in the

set of 24 states in our LEHD sample. We can only observe whether workers have positive earnings

or not in these non-sample states, but not the actual amount of these earnings. This is an arguably

innocuous filter given the muted migration response of workers to the largest source of worker

displacement in our sample, the 2008-09 recession (Yagan, 2019).

2. Positive earnings over next eight years: We drop workers who, for any quarter between t and eight

years after t , go four consecutive quarters or more without making any UI-covered earnings (i.e.,

that are not included in our dataset with positive earnings for those quarters). This can occur for

several economically-distinct reasons – such as the worker moving into self employment, becom-

ing displaced and then discouraged in searching for new work, or retiring – which makes imputing

missing earnings (eg. setting to zero) problematic. Dropping workers who leave the LEHD dataset

for an extended period of time is a common practice when using the LEHD to estimate dynamic

earnings effects associated with labor market events, such as mass layoffs at a worker’s initial firm

(Flaaen et al., 2019). This filter should, if anything, attentuate estimated effects of taking a boom-

induced job on future worker displacement. If, for example, a worker is causally more likely to drop

out of the labor force for an extended period of time after being laid off from their boom-induced

job, their drop in earnings will not be reflected in our estimates
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A.7 Worker earnings regressions, firm credit rating (Figure 10)

For our analyses of the worker earnings effects of taking jobs at Compustat firms with certain credit rat-

ings, we start with the sample used for the analyses that estimate earnings effects based on firm default

risk, as described in Appendix Section A.6. In this quarterly sample of workers who take new full-time,

initially stable jobs, we only keep the observations associated with jobs associated with firms included

in the firm-level sample used for the credit rating IV regressions, as described in Appendix Section A.4.

Because we cannot directly link establishments in the LBD data to the jobs in our LEHD dataset, we

apply the auxiliary establishment filter detailed in Appendix Section A.4 by dropping quarter-worker ob-

servations if the new job is at a firm- by MSA-by four-digit NAICS pair that is associated with an auxiliary

establishment in the LBD.

A.8 Worker earnings regressions, firm credit rating and parental connections (Table 5)

Base sample of recent high-school graduates We start from the sample of individuals who are of high-

school graduation age and can be linked to parents who, as observed in the LEHD, have jobs at Compu-

stat firms with credit ratings of BB+ or BBB-. Following Staiger (2023), we start from Summary File 3 –

the file that contains information on the 100% sample of U.S. households – of the 2000 and 2010 Decen-

nial Censuses. Our sample includes all individuals in either of the two Censuses who meet each of the

following restrictions:

1. Age 19 between 2000−2012: The year in which the individual turns 19 – which we refer to as the

individual’s imputed high school graduation year – must lie between 2000 and 2012. 2000 is the

earliest year in which we can link children to their parents via the Decenniel Census, and 2012 is

the latest year for which we can observe an individual’s earnings 9 years after their high school

graduation year

2. Valid child-parent relationship in Decenniel Census: We keep individuals who are reported in a

housing unit in which there is a valid “parent” that is the head of the household; this can be the

child’s actual parent, or legal guardian (eg. grandparent). Following Staiger (2023) drop individuals

that are part of a household that is listed as containing more than 15 different people, since these

households may reflect multiple families living in the same household

3. At least one parent and child can be linked to unique identifier in LEHD: We use the Decenniel

Census-PIK crosswalk available in the RDC to link individuals in the Decennial Census to the pik

identifiers that are uniquely assigned to workers in the LEHD. A fair fraction of individuals (around

a fifth) either cannot be linked via this crosswalk to a unique pik, or do not have a parent that can

be linked to a unique pik

4. Parents’ joint income sufficiently high: Following Staiger (2023), we drop individuals associated

with parents whose average joint annual income is less than $15,000 (in 2016 dollars). The parents

of these individuals are either do not work full-time, or earn a significant fraction of their earnings

at jobs not covered by UI (eg. self employment)
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5. At least one parent works at BB+ or BBB- rated firm in LEHD sample at time of individual’s imputed

high school graduation: To be included in our matching procedure, a high school graduate must

have at least one parent who, in our LEHD data, (a) has positive earnings during the third quarter

of the year in which the worker turns 19 from an establishment controlled by a Compustat firm

with a credit rating of either BB+ or BBB-. To ensure that this job represents the parent’s full-time

job, we also require that (b) the parent has earnings at this job that exceed the minimum wage

(assuming a 35 hour work week) and (c) does not receive earnings from any other job during the

quarter.

6. The parent has not recently taken a job at the BB+/BBB- firm: To ensure that our instrument’s vari-

ation is not affected by a high school graduate’s parents selecting into working at a BB+ or BBB-

firm given the current state of credit conditions, we require that the parent has worked full-time at

this job for at least the four quarters prior to the third quarter of the year in which the individual

turns 19. In addition to mitigating the possibility that our instrument is affected by endogenous

parental selection, this requirement increases our instrument’s power, since it is only defined for

parents with a stable connection to the BB+/BBB- firm

Additional worker-level filters For the sample of high school graduates with parents at BB+ or BBB-

firms defined above, we apply three additional filters that are necessary to estimate the short- and long-

run earnings effects of exposure to boom-induced job creation:

1. Works full-time within two years of high school graduation: Over the eight quarters following the

third quarter of the year where the worker turns 19, the worker must work full time – proxied by

having earnings during a quarter that exceeds the minimum wage (under a 35 hour work week) –

for at least two consecutive quarters. This allows us to consider workers who are likely not attend-

ing a four-year college for whom employment opportunities in the two years following high-school

graduation are relevant

2. Works full-time as of third quarter of year that turn 28: The worker must work full time, using the

same proxy as for the above condition, as of the third quarter of the year in which they turn 28.

This ensures that we are estimating long-run earnings effects for workers who, at the time at which

we measure future earnings, are in the labor force

3. No non-LEHD state earnings: The worker cannot have positive earnings from a job that outside

our 24 state LEHD sample in either (a) any of quarter in the eight quarters after their imputed

high school graduation quarter (third quarter of the year they turn 19) or (b) any quarter of the

eight quarters that start from the third quarter of the year in which the worker turns 28. As the

quarter ranges specified in (a) and (b) are the horizons over which we estimate short- and long-

run earning effects, respectively, this ensures that our estimates are not affected by measurement

error from earnings that we cannot observe in our LEHD data
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B Variable definitions

In this section, we provide details on the data sources and construction behind the variables used to

produce our main results.

B.1 Aggregate variables

Timing convention for employment regressions We initially construct all cyclical variables at the quar-

terly frequency. For our annual employment analyses, we aggregate these variables to the annual fre-

quency by, for a given variable in year t , taking the simple average of the variable across four quarters:

quarters 2−4 of year t and quarter 1 of year t+1. We use this timing convention, following standard prac-

tice in the literature (eg. Fort et al., 2013), due to the fact that the LBD’s annual employment variable is

taken from the pay period that contains March 12. Fort et al. (2013). Our employment growth variables

are thus roughly based off the change in employment from the end of the first quarter of year t to the end

of the first quarter of year t +1.

Credit market conditions (ct ): Following Gilchrist and Zakrajšek (2012) and Sorensen (2021), we mea-

sure credit market conditions ct based off the observed relationship in the bond market between a bond’s

spread and the default risk of the issuing firm. As noted above, we first construct the variable at the

quarterly level, and so in this section, describe the procedure for constructing a quarterly measure. For

notational simplicity, we still use the time index t here, even though it refers to the quarter, not the year

To proxy Compustat firms’ default risk, we use Merton (1974) distance to default, as constructed

by Bharath and Shumway (2008). We denote this measure, normalized by −1 such that a higher value

corresponds to a higher default risk, as πd tod
f ,q ; see Appendix Section B.2 for construction details. On

the bond-level sample described in Appendix Section A.3, we then estimate ct quarter-by-quarter using

spreads sbt that are purged of the component of yield that is accounted for the bond’s duration and

prepayment risk (see Appendix Section B.4). This entails running, for each quarter from 1978-2020, the

regression

sbt = at − ct ·πd tod
f ,t−1 +Xbt +ϵb f t (1)

for Xbt a vector of bond characteristics related to non-price terms or liquidity. Following Gilchrist and

Zakrajšek (2012), these controls include: the log of the bond’s amount outstanding, age, and duration, as

well as the bond’s coupon rate. Given the sign normalization in this expression, the estimate cq is high

for quarters in which the sensitivity of spreads to default risk is low.

Note that ct is highly related to the measures of Sorensen (2021) and Gilchrist and Zakrajšek (2012).

It corresponds to the (negative of) “yield for risk” (YFR) measure devised by Sorensen (2021), though

estimated via an expanded sample that includes high-yield bonds in addition to investment grade bonds.

The estimate at in (1) is related to but not the same as the “excess bond premium” (EBP) measure of

Gilchrist and Zakrajšek (2012), in that EBP imposes the constraint that ct is time invariant.
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GDP growth With the FRED series GDPC1 based off quarterly BEA data, we use quarterly real GDP

growth for our quarterly regressions, and construct year-over-year GDP growth from March of year t

to March of year t +1 for our annual regressions.

Unemployment rate With the FRED series UNRATE based off monthly BLS data, we use the average

level of the unemployment rate over the three months of a given quarter for our quarterly regressions,

and use the average level of the twelve months from March of year t to March of year t +1 for our annual

regressions.

B.2 Firm-level financial variables

Default risk (π f ,t−1), Compsutat sample For firms in our Compustat sample, we proxy default risk

π f ,t−1 with the naive distance-to-default measure πd tod
f ,t−1 developed by Bharath and Shumway (2008). We

construct this variable at the quarterly frequency. For our LBD-based employment growth analyses, we

take its value as of March of the given year.

For a given firm-quarter observation, we construct the quarterly variable πd tod
f t by computing:

πd tod
f t ≡ −1

σ f t
·
(
− ln

[
ℓM

f t

]+µ f t − .5×σ2
f t

)
These variables are defined as follows:

• ℓM
f t is the firm’s market leverage, equal to the market value of debt DM

f t , divided by the sum DM
f t +

E M
f t , for E M

f t the market value of equity, equal to the product of the firm’s stock price (the absolute

value of CRSP field prc) and shares outstanding (CRSP field shrout) as of the final trading date

of the quarter. DM
f t is proxied by the full amount of the firm’s current liabilities (Compustat field

dlcq) plus half the amount of the firm’s long-term liabilities (Compustat field dltt)

• σ f t is the estimated volatility of the firm’s assets given its recent stock price volatility and leverage.

It is based off first computing the volatility of the firm’s stock price, σE
i t , equal to the standard

deviation of annualized monthly returns over the twelve months leading up (not including) the

final month in the given quarter. We then compute

σ f t =
E M

f t

E M
f t +DM

f t

×σE
i q +

DM
f t

E M
f t +DM

f t

× (0.05+0.25 ·σE
i t )

• µ f t is the estimated expected growth of the firm’s assets given its recent stock returns. It is based

off the realized return on the firm’s stock on the holding period of the twelve months leading up

(not including) the final month in the given quarter.

Default risk (π f ,t−1), QFR sample Our QFR sample contains both public and private firms, the latter

of which do not have the trade data necessary to compute the components of distance-to-default or

Altman’s z-score. We thus simply use the firm’s book leverage as the default risk proxy for the QFR sample.
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It is convenient to put book leverage into the same units as the distance-to-default proxy used for

the Compustat sample. To do this, we take firms in our Compustat sample whose primary sector is

manufacturing (SIC codes 2000-3999) and run the following firm-level quarterly regression:

πd tod
f t =α+βℓbook

f t +φt +ϵ f t

for ℓbook
f t the firm’s book leverage, computed by summing the Compustat current liabilities variable dlcq

with the long-term liabilities variable dlttq. In regressions that use the QFR, we multiply a given firm’s

book leverage by the estimate β. As such, if the relationship between distance-to-default and book lever-

age is the same among manufacturing firms in the QFR as among Compustat manufacturing firms, then

the QFR estimates are in the same units as the Compustat estimates.

B.3 Establishment-level variables

Employment (empet ): Our annual establishment-level employment variable is based off the raw em-

ployment variable from the LBD, which equals the total number of employees at the given establishment

as of the March 12 pay period in year t . We specifically use the bds_emp variable from the LBD that is

used to produce the BDS. As described by Chow et al. (2021), bds_emp applies certain adjustments to the

raw employment variable (eg. take out implausibly volatile year-over-year changes in employment) to

reduce noise in the data.

Employment growth (g (h)
et ): For a given establishment e, we use the year-over-year growth rates from

t +h −1 to t +h introduced by Davis and Haltiwanger (1992), equal to the second-order approximation

of the log change in employment,

g (h)
et ≡ empe,t+h −empe,t+h−1

.5× (empe,t+h +empe,t+h−1)
(2)

Establishment industry: In regressions in which we include annual fixed effects that are specific to a

given establishment’s four-digit NAICS-by-MSA, we use the time-consistent NAICS series developed by

Klimek and Fort (2018).

B.4 Bond-level variables

Credit spread purged of duration and prepayment risk (sbt ): For our aggregate credit conditions mea-

sure ct , as well as the bond-level regressions that constitute the first stage of our employment credit

rating IV design, we construct a credit spread variable that is not affected by the bond’s duration or pre-

payment risk. To purge the raw spreads available in the data of the pricing of duration and prepayment

risk, we follow the procedures developed by Gilchrist and Zakrajšek (2012).

To strip out duration risk, we subtract the yield on a synthetic zero-coupon security that has no credit

risk but that has the same timing of cash flows as the given corporate bond. As in Gilchrist and Zakrajšek

(2012), we construct this synthetic security based off the zero-coupon Treasury yield curve estimated by
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Gürkaynak et al. (2007). Specifically, for a bond b at t that matures in T periods and has promised cash

flows c fb,t+h for each h ∈ [1,T ], we compute the price of the synthetic bond given zero-coupon Treasury

yields rt+h as
T∑

h=1
c fb,t+h ×exp(−rh ·h)

We then transform this price into the yield of the synthetic Treasury security.

To strip out the contribution of prepayment risk to the yields of bonds that are callable, we residualize

the yields of these bonds against time-varying determinants of prepayment risk, including interaction

of the bond’s callability with the level and slope of the yield curve, recent interest rate volatility, and

firm default risk. An alternative way to strip out prepayment risk – directly computing the value of the

embedded call option(s) for each bond – would require more specific data on each bond’s callability (eg.

strike prices) than is available over our full sample period.

B.5 Firm hiring / worker take-up variables

Firm-by-local labor market take-up rate cr eater k f t We construct the rate at which firms create em-

ployment relationships with new workers at the quarterly firm-region-industry level. In our quarterly

worker-level LEHD data, we first must define when we consider a firm-worker pair to have started an

employment relationship. We consider a worker i to form an employment relationship with firm f in

quarter t when three conditions are each satisfied:

1. Worker is employed at firm for the first time: First, the quarter must be the first one in which the

worker has strictly positive earnings from f . We use the LEHD’s “Successor-Predecessor Flows”

(SPF) table – which infers changes in firm identifiers based off the fraction of workers who previ-

ously worked at a given firm f ′ that, in the next quarter, are in the LEHD data as working at the

same firm f – to disregard this occurring due to spurious changes in firm identifiers (for exam-

ple, from mergers). Note that this definition excludes recalls – workers being re-hired by a firm at

which they previously worked and were temporarily separated from (eg. due to being temporarily

laid-off) – and intra-firm transfers (eg. moving from a firm’s office in one region to an office of

the same firm in a different region). The fact that we cannot observe the past employment histo-

ries of workers who previously had jobs in states and/or quarters not in our sample is a source of

measurement error in imposing these filters.

2. The job is stable: Second, the job must be stable, in that the worker must have at least one full,

uninterrupted quarter of earnings – quarter t +1 – from firm f . For this, we adopt the notion of

“full quarter employment” from Hyatt et al. (2014), in which a worker is imputed to have worked

at a firm in the days surrounding quarter t +1 if the worker has strictly positive earnings from the

firm in all three of quarter t , quarter t +1, and quarter t +2.

3. The job is full-time: Third, the job must be full-time, which we impute by imposing the require-

ments that (a) the worker does not receive positive earnings during quarter t+1 from any other job

and (b) earnings during t +1 are at least as large as earnings in a hypothetical full-time minimum
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wage job; following Staiger (2023), we define the minimum-wage threshold for quarterly earnings

as $3,200 (in 2014 dollars), which equals the federal minimum wage in our sample period times 35

hours.

After applying this definition to obtain the set of workers who are hired by firm f in MSA r and four-digit

NAICS k, we construct cr eater k f t by taking the number of newly-hired workers during quarter t and

dividing by number of workers that are employed at the firm-region-industry at the beginning of quarter

t . This denominator is proxied by taking the number of workers at the firm-by-LLM that, according

to the above definition, are full-quarter employed by it during quarter t − 1. This is the appropriate

denominator, given that a hire is only included in the numerator if it adds to the stock of full-quarter

employed workers.

B.6 Firm credit rating design matching variables

We use the following continuous variables for the matching procedure described in Section 3.3:

Firm-level financial variables These variables are all computed from Compustat-CRSP

• Distance to default: The Bharath and Shumway (2008) measure described in Appendix Section B.2

• Assets: The quarterly assets field atq from Compustat

• Book leverage: The sum of current liabilities and long-term debt in Compustat, dlcq+dltt, di-

vided by assets, atq

• Liquidity ratio: The ratio of cash and short-term investments (Compustat field cheq) to assets

• Tobin’s Q: The sum of the market value of debt and equity, E M
f t +DM

f t (as defined in Appendix Sec-

tion B.2) divided by the book value of debt plus the book value of equity, E B
f t +DB

f t . DB
f t is the sum

of current liabilities and long-term debt in Compustat, dlcq+dltt. Book equity E B
f t is constructed

following Fama and French (1993). It is defined as the book value of shareholder equity, plus bal-

ance sheet deferred taxes, plus investment tax credits, minus the book value of preferred stock. If

possible, we compute this using the quarterly Compustat files, with the book value of shareholder

equity given by seq, the par book value of preferred stock given by pstkq, and deferred taxes plus

investment credits given by txditc. If these fields are not available in the quarterly Compustat

file, we take the value of book equity computed in the annual file, taking the year that lies clos-

est to (but not after) the given quarter. To construct annual book equity, we use the same fields

as with quarterly book equity, except that for the value of preferred stock, we use the redemption

value (pstkrv) if available; if not, the liquidation value (pstkl) if available; and if not, the par value

(pstk).
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Firm-level business cycle exposure variables These variables are all computed from the establishment-

level LBD-Compustat sample described in Appendix Section A.1. For a given year t , they are proxies for

the exposure of the firm to future realized aggregate shocks – as proxied by the first and second moments

over a five-year horizon – given the firm’s distribution of employment across different regions (MSAs)

and industries (four-digit NAICS) as of t − 1. These controls are motivated by the evidence in Giroud

and Mueller (2019) that financially-constrained firms transmit shocks from establishments in shocked

regions to establishments in healthier regions; such within-firm transmission makes the establishment-

level variables used in the matching procedure (exact matching on region-by-industry pair) potentially

insufficient to find a BBB- establishment with the same shock exposure sa the BB+ establishment.

• Regional employment growth Bartik: A Bartik instrument for average employment growth from t

to t+5 accross the MSAs to which the firm is exposed given its t−1 employment shares. For a given

firm f , we compute this variable as follows. For each LBD establishment (Compustat or not) in an

MSA r , we compute the MSA-level aggregate growth rate, that leaves out the establishments of the

firm f itself, as

g l oo
r t5 =

5∑
k=1

( ∑
∀e:r (e)=r, f (e )̸= f

(empe,t+h−1 +empe,t+h)∑
∀e:r (e)=r, f (e )̸= f (empe,t+h−1 +empe,t+h)

× g (h)
et

)
(3)

for g (h)
et the year-over-year employment growth rates defined in Section 2.3; note that because this

growth rates are the second-order approximation formulation of Davis and Haltiwanger (1992),

their average is computed by using the average levels of employment between one year and the

next as weights. The Bartik instrument is then defined as

∑
∀r

∑
∀e: f (e)= f ,r (e)=r empe,t−1∑

∀e: f (e)= f empe,t−1
× g loo

r t5 (4)

• Industry employment growth Bartik: This variable is constructed exactly as the regional employ-

ment growth Bartik is, but using four-digit NAICS in place of MSA

• Regional employment growth volatility Bartik: A Bartik instrument for five-year employment volatil-

ity across the MSAs to which the firm is exposed given its t−1 employment shares. For a given firm

f , MSA-level employment growth volatility is computed by taking the standard deviation of year-

over-year, aggregate growth rates that leave out the firm f itself, i.e. the standard deviation g loo
r th

from h = 0 to h = 4, where g l oo
r th is calculated as in (3). The Bartik variable is then constructed by

plugging these MSA-level standard deviations into (4) in place of g l oo
r t5

• Industry employment growth volatility Bartik: This variable is constructed exactly as the regional

employment growth volatility Bartik is, but using four-digit NAICs in place of MSA

Firm-by-market variables These variables are all computed from the establishment-level LBD-Compustat

sample described in Appendix Section A.1. They capture potential determinants of the transmission of
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firm-level shocks to the industries and/or regions in which establishments operate, as well as the trans-

mission of shocks from the establishment’s industry and/or region to the entire firm

• Share of firm’s t−1 employment in region: For a firm f and the establishment’s MSA r , we compute∑
∀e: f (e)= f ,r (e)=r empe,t−1∑

∀e: f (e)= f empe,t−1

• Share of firm’s t −1 employment in industry: For a firm f and the establishment’s four-digit NAICS

m, we compute ∑
∀e: f (e)= f ,m(e)=m empe,t−1∑

∀e: f (e)= f empe,t−1

B.7 Worker-level outcome variables

Log earnings (w (h)
i t ): w (h)

i t is the log of total earnings over quarters t+h to t+h+3. The LEHD’s earnings

variable includes all components of wages that firms report to states for purposes of UI administration.

This includes “UI-gross wages and salaries, bonuses, stock options, tips and other gratuities, and the

value of meals and lodging, where supplied” (Spletzer, 2014). It excludes compensation items, such as

non-vested options, that are not covered by UI. Taking the log four-quarter sum of earnings allows us to

include workers in the sample who, at some point over a four-quarter stretch, have quarters with zero

earnings. As described in Appendix Section A.6, this also means that we exclude workers from the sample

who go four consecutive quarters without any earnings in our LEHD data.

Displacement indicator (di spl ace(h)
i t ): We set di spl ace(h)

i t = 1 if, for some quarter over the four quar-

ters from t +h to t +h +3, the worker permanently separates from a previously full-time, stable job, and

has at least one full quarter of non-employment. This definition departs from the standard measure of

displacement in the literature based off mass layoffs (eg. Davis and von Wachter, 2011), in that we do

not condition on the worker having a long tenure at the separating firm, nor do we condition on the

separating firm’s overall separation rate being very negative. The latter deviation is partly based off the

finding of Fallick et al. (2021) that, in the LEHD, the change in a worker’s long-run earnings following a

separation event is sharply negative when it is accompanied by at least one quarter of non-employment,

regardless of whether the separation occurs alongside a mass layoff or not. The lack of a tenure restric-

tion reflects the fact that our estimate of displacement effects is meant to capture a different channel –

the potential consequences of being displaced from an early-career job – than the one typically studied

in the displaced worker literature.

B.8 Worker-level controls

Using the LEHD, we construct the worker-level control variables across three broad categories: demo-

graphics, observed labor market state at the start of quarter t , and past labor market experience and

outcomes. We split these variables into bins, as specified below:
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Demographics

• Age: Based off a worker’s age as of the first day of the quarter, we split workers into five bins. They

are: 18-20, 21-24, 25-34, 35-44, and 45-54

• Race: Based off the worker’s race (available in the LEHD from Decennial Census data), we divide

workers into five bins. They are: non-Hispanic white, non-Hispanic black, Hispanic, Asian, and

other

• Sex: Based off the worker’s sex (available in the LEHD from Decennial Census data), we divide

workers into two bins, one for male and one for female

Labor market state

• Employment status: Based off the worker’s earnings around the given quarter t , we define three

employment categories. The first is employed, for workers who are full-quarter employed (as de-

fined in Appendix Section B.5) at a job during quarter t − 1. For workers hired into a new job in

quarter t , this corresponds to an employment-to-employment (EE) transition (the “within quarter

EE” flow definition in Haltiwanger et al. (2018)). The second is non-employed, short, for workers

who have a full-time (above minimum wage) job during quarter t − 1 that does not correspond

to a full-quarter job. For workers hired into a new job in quarter t , this corresponds to a transi-

tion from a previous full-time job, into a short non-employment spell, and then into the new job;

this could either correspond to an employment-unemployment-employment (EUE) transition, or

a delay between making an EE transition (the “within/between EE” flow definition in Haltiwanger

et al. (2018)). The third is non-employed,long, for workers who do not have a full-time job in quar-

ter t −1. These workers either are non-employed as of quarter t , or are employed a part-time job.

• Employment growth of previous full-time job: If the worker had a full-time job at t−1, we compute

the associated firm’s employment growth rate – constructed by summing net flows from the LEHD

across all observations attached to the firm – over the four quarters surrounding t (t −2, t −1, t ,

and t + 1). We then assign each worker their quintile of this variable. We put workers without a

full-time job at t −1 into a generic sixth bin.

• Employment quality of previous full-time job: Based off Haltiwanger et al. (2018), we proxy the

quality of the worker’s quarter t −1 full-time job (if applicable) by computing the average earnings

of all workers with a full-time job at one of the firm’s establishments as of t −1, and then take the

normalized rank (0 to 1) among all firms (public and private) in the LEHD. We then assign each

worker their quintile of this variable. We put workers without a full-time job at t −1 into a generic

sixth bin.

Labor market experience and past outcomes
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• Years since full-time entry: The number of years since a worker has obtained their first full-time,

full-quarter job in the LEHD. We then assign each worker their quintile of this variable. For workers

who are left-censored in our data – those who are present in the first year in which data is in our

LEHD sample for the given state – we assign the fifth quintile; if the difference between the worker’s

age and the 80th percentile of years since full-time entry is less than 18, we assign the worker to

the fourth quintile, and so on.

• Employment rate over last three years: The fraction of quarters over the twelve quarters leading up

to, but not including, quarter t in which the worker has strictly positive earnings in the quarter. We

then assign each worker their quintile of this variable.

• Average earnings over last three years: The average quarterly earnings (across all jobs) of the worker

in the twelve quarters leading up to, but not including, quarter t . We do not include quarters

in which the worker has zero earnings in the average, so that this variable reflects the “intensive

margin” of labor income. We then assign each worker their quintile of this variable.

B.9 Worker parent-firm credit rating design matching variables

We match on the following variables for the worker BB+/BBB- parent firm matching design described in

Section 5.5:

Demographics of high-school graduates

• Race (exact): We require that the graduates have the same race, where we bin the Decennial Census

race variable into five categories: non-Hispanic white, non-Hispanic black, Hispanic, Asian, and

other

• Sex: We require that the graduates are of the same sex

Characteristics of parents’ firms For the BB+ and BBB- firms of the graduates’ parents, we use the same

continuous matching variables as for the firm employment matching design, as detailed in Appendix

Section B.6. We also require exact matches on the four-digit NAICS and MSA associated with the parents’

jobs

Demographics of parents

• Race (exact): We require that the parents have the same race, where we bin the Decennial Census

race variable into five categories: non-Hispanic white, non-Hispanic black, Hispanic, Asian, and

other

• Sex (exact): We require that the parents are of the same sex

• Age (exact): We require that the parents have the same broad age, based off five bins: 18-20, 21-24,

25-34, 35-44, and 45-54
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• Education (exact): We require that the parents have the same broad level of education, based off

the education variable in the LEHD. This variable takes one of four values: less than high-school,

high school, some college, and Bachelors degree or above. It is based off actual data for work-

ers observed in the Decenniel Census’s long-form survey during 2000 or 2000, or in the American

Community Survey. For other workers, it is imputed during the production of the LEHD, based off

the workers’ demographics and historical earnings

Labor market status of parents

• Average earnings (continuous): The average annual earnings of the graduate’s parents (summed

together if the graduate has two parents in the Decenniel Census), adjusted for age and gaps in

available LEHD data via the procedure developed by Staiger (2023)

• Number of quarters at firm (continuous): The number of quarters at which the parent has been

employed at the BB+/BBB- firm

• Relative earnings at firm (continuous): The parent’s normalized earnings rank (using earnings over

the past year) among all workers at the given MSA-four-digit NAICS of the BB+ or BBB- firm

B.10 Recent high-school graduate outcome variables

Note that we refer to the third quarter of the year in which a worker turns 19 as the worker’s “high-school

graduation quarter.” We construct the following worker-level outcome variables for the regressions in

Table 5:

Stable job: A dummy variable that equals one if, for some quarter in the eight quarters starting from

the worker’s high-school graduation quarter, the worker has a full-time, stable job that represents entry

into the labor market. This requires that the worker has a job at some quarter t for which the following

three conditions are all met:

1. The job is stable: First, the job must be stable, in that the worker must have at least one full, un-

interrupted quarter t of earnings from firm f . For this, we adopt the notion of “full quarter em-

ployment” from Hyatt et al. (2014), in which a worker is imputed to have worked at a firm in the

days surrounding quarter t if the worker has strictly positive earnings from the firm in all three of

quarter t −1, quarter t , and quarter t +1.

2. The job is full-time: Second, the job must be full-time, which we impute by imposing the require-

ments that (a) the worker does not receive positive earnings during quarter t from any other job

and (b) earnings during t are at least as large as earnings in a hypothetical full-time minimum

wage job; following Staiger (2023), we define the minimum-wage threshold for quarterly earnings

as $3,200 (in 2014 dollars), which equals the federal minimum wage in our sample period times 35

hours.
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3. The job represents labor force entry: Third, the job must be associated with the worker entering the

labor force full-time. We proxy this as the worker’s earnings during three consecutive quarters –

either t −1, t , and t +1 or t , t +1, and t +3 exceeding the minimum wage (under a 35 hour work

week) for all three quarters

Parent job: A dummy variable that equals one if two conditions are met the worker obtains a stable job

at the BB+/BBB- firm at which their parent works. This requires that two conditions are both met:

1. The above dummy for stable job equals one

2. The job that induces the stable job dummy to equal one is a job at the BB+ or BBB- firm at which the

graduate’s parent worked as of their high-school graduation quarter. Note that we set the parent

job dummy to one even if (a) the graduate’s parent no longer works at the firm by the time that the

graduate starts to work there or (b) the graduate joins an establishment of the firm that is not the

same one at which their parent works

Quarters until entry: The number of quarters between the graduate’s high-school graduation quarter

before the worker obtains their first stable job.

Age 19-20 earnings: The log of the sum of earnings in the eight quarters that follow the worker’s high-

school graduation quarter

Age 28-29 earnings: The log of the sum of earnings in the eight quarters that start in the third quarter

of the year in which the worker turns 28

C Bond market price of credit risk

C.1 Bond forecasting regressions

In this sub-section, we quantify the extent to which the reduction in risky firms’ credit spreads when our

measure ct is high correspond to these firms’ bonds have low excess returns. We run quarterly bond-level

forecasting regressions of the form

r (h)
bt =α0 ·πd tod

f ,t−1 +α1 × (at +πd tod
f ,t−1 · ct )+Xbt +ϵb f t (5)

where r (h)
bt is the realized return on bond b in excess of the realized return on the same duration-matched

synthetic Treasury bond used in the construction of credit spreads B.4. The variable at is the time-

varying intercept estimated in the quarterly bond-level regressions (1) that we run to estimate ct . As

such, at +πd tod
f ,t−1 · ct is just the predicted value of a bond’s spread in quarter t , given the risk of the firm

that issued the bond along with the aggregate level and risk sensitivity of credit spreads in the corporate

bond market during t .
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The sample and controls are the same as for the construction of ct , as described in Appendix Section

B.1. To deal with bonds leaving the sample, generally either due to them maturing or being called by

the issuing firm, we assume that an investor into a bond that has matured reinvests the principal into

a Treasury bond with the same duration; this ensures corporate bonds in the sample do not affect the

forecasting regression once they have matured. The coefficientα1 estimates whether, at a horizon of t+h

quarters, looser conditions predict differential excess returns, in both the time series – whether quarters

with low values the predicted spread at +πd tod
f ,t−1 ·ct predict lower average returns – and in the interaction

of the time series with the cross section – whether these quarters forecast especially low returns for the

bonds of relatively risky firms.

Appendix Table A1 shows estimates of α1 across one to five year horizons (h = 4,8,12,16 quarters)

and for a specification with and without quarter fixed effects. We display the estimates of −α1, such that

the estimates are interpreted as the impact of looser quarter t conditions on excess returns. Consistent

with past work (eg. Greenwood and Hanson, 2013; Sorensen, 2021), periods of observably cheap credit

forecast persistently low future excess returns in both the time series and cross section. For example,

Column (4) implies that a a bond that, based on aggregate conditions and the firm’s default risk, has a

credit spread that is 100 basis points lower than would be the case under the sample means of at and ct

– forecasts a 8% lower excess return five years out. The estimate of α1 is little-changed in the regressions

in columns (5)-(8) that include quarter fixed effects; this means that in quarters with a relatively flat

relationship between spreads and default risk, the future excess returns of the bonds of high-risk firms

have significantly lower expected excess returns compared to the bonds of lower-risk firms (Sorensen,

2021).

Our empirical design is predicated on there being significant heterogeneity across firms in how shifts

in aggregate credit supply affect the cost of debt financing. The fact that the estimated effect of (at +
πd tod

f ,t−1 · ct ) on future excess returns is largely insensitive to the inclusion of quarter fixed effects suggests

that this is the case. To more precisely quantify the importance of cross-firm variation, the bottom rows

of Columns (5)-(8) of Appendix Table A1 show the results of a simple decomposition that calculates the

fraction of the forecasting power of (at +πd tod
f ,t−1 · ct ) on excess returns that is explained by variation in

the quarterly mean versus the within-quarter deviations of (at +πd tod
f ,t−1 ·ct ). It is based off comparing the

OLS estimates of excess returns on ŝ f t when these two variables are transformed into the quarterly mean

versus the deviation from the mean, scaled by the variance of (at +πd tod
f ,t−1 ·ct ) under each transformation.

Over a three-year forecasting horizon, within-quarter variation in spreads explains around half of the

forecasting power.

D Correlation of ct with spreads in other credit markets

We consider whether our measure ct , based off the price of risk in the bond market, also captures mean-

ingful cross-sectional variation in the cost of debt in other credit markets. It is not a priori clear that

fluctuations in ct should be strongly associated with fluctuations in the spreads on the debt that all firms

view as their marginal source of credit, for two reasons. First, bond-issuing firms tend to be larger and
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less credit constrained than the average economy-wide or even public firm, with bank-intermediated

credit being a more prominent financing source for the average firm. Given the stark deviations in the

supply of bank loans versus bonds that has occurred in certain historical episodes like the 2008 crisis

(Becker and Ivashina, 2014), the underlying drivers of aggregate loan supply may be quite different than

those of bonds. Second, even for bond-issuing firms, shorter-term debt instruments that similarly have

market-specific drivers of aggregate supply, such as commercial paper (Kacperczyk and Schnabl, 2010),

may represent the source of marginal financing relevant for labor demand.

Appendix Table A2 presents suggestive evidence that periods of lower risk premia in the bond market

are also times in which relatively risky firms experience lower spreads in other markets. The table shows

estimates from simple bi-variate quarterly time-series regressions in which the right-hand side variable

is ct and the dependent variables are spreads on three different credit types: small business bank loans,

syndicated bank loans, and short-term (60 day) commercial paper. All variables in the regressions are

normalized to have standard deviation one. Specifically, the spreads that we consider are:

• The dependent variables in columns (1) and (2) are based off interest rates small business loans,

which come from the Federal Reserve’s Survey of Terms of Business Lending (STBL) , available

over 1997-2017. The STBL provides average rates on C&I loans made by commercial banks, split

by loans with “low risk” vs. “moderate risk.” The low risk spread is constructed by taking the “low

risk” rate net of the five-year Treasury rate, and the high vs. low risk spread by subtracting the “low

risk” rate from the “moderate risk” rate

• The dependent variables in Columns (3) and (4) are based off syndicated loan rates from Dealscan.

For each quarter from 1994-2020, we estimate a pricing equation for the all-in drawn spread in

loan-level data similar to the bond-level regression (1). For the taking the set of loans b in Dealscan

to a nonfinancial public firm borrower f in quarter t , we run quarter-by-quarter regressions of the

all-in drawn spread ybt on the borrower’s distance to default πd tod
f ,t−1:

ybt =−αt −βtπ
d tod
f ,t−1 +φl t +ψkt +Xbt +ϵbt (6)

for φl t a fixed effect for the leading bank in the syndicate, ψkt a fixed effect for the borrowing

firm’s two-digit SIC, and Xbt a vector of loan-level characteristics: whether the loan is a term loan

or credit line, the share of the lead lender, the number of lenders in the syndicate, and dummy

variables for the loan’s purpose. The dependent variable of Column (3) is αt , while the dependent

variable of Column (4) is βt

• The commercial paper rate series are based off Federal Reserve data. The low risk rate spread is

constructed by subtracting the six month Treasury bill rate from the rate on 60-day nonfinancial

AA commercial paper. The high vs. low spread comes from subtracting the AA rate from the rate on

60-day nonfinancial A2/P2 commercial paper. Panel (b) shows regressions in which the dependent

variable xt is a measure of non-price terms across different credit markets.

. The relationship between ct and the high-low risk spread is relatively weak for small business loans.
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Appendix Table A3 shows that ct is more closely tied to lending standards for small businesses than it

appears to be for the prices of the loans.

E Tightness of borrowing constraints over credit cycles

Appendix Table A3 considers the relationship between ct and measures of hard constraints small busi-

ness bank loans, syndicated loans, and bonds. The table shows estimates from simple bi-variate quar-

terly time-series regressions in which the right-hand side variable is ct and the dependent variables are

proxies of the constraints imposed in different credit markets:

• The dependent variable in Column (1) is bank small business lending standards – the fraction of

banks reporting that they are loosening their standards on C&I loans to small firms – taken from

from the Federal Reserve’s Senior Loan Officer Opinion Survey on Bank Lending Practices (SLOOS).

• The dependent variable in Columns (2)-(3) is a measure of syndicated loan covenant tightness – the

minimum allowed interest coverage ratio – constructed from Dealscan data. It is based off taking

the set of loans b in Dealscan to a nonfinancial public firm borrower f that contain a covenant for

the minimum interest coverage ratio, ybt , and running quarter-by-quarter regressions of ybt on

the borrower’s distance to default πd tod
f ,t−1:

ybt =αt +βtπ
d tod
f ,t−1 +φl t +ψkt +Xbt +ϵbt (7)

for φl t a fixed effect for the leading bank in the syndicate, ψkt a fixed effect for the borrowing

firm’s two-digit SIC, and Xbt a vector of loan-level characteristics: whether the loan is a term loan

or credit line, the share of the lead lender, the number of lenders in the syndicate, and dummy

variables for the loan’s purpose. Note that a higher value of ybt corresponds to a less restrictive

covenant. the dependent variable in Column (2) is αt , while the dependent variable in Column (3)

is βt

• The dependent variable in Columns (4)-(5) is a measure of covenant tightness in the bond market.

Specifically, for the set of newly-originated bonds at quarter t issued by nonfinancial firm f , to we

construct a bond-level index ybt , devised by Billett et al. (2007), of the number of unique covenants

(among 15 broad categories) specified in FISD data. We then run the regression

−ybt =αt +βtπ
d tod
f ,t−1 +Xbt +ϵbt (8)

where Xbt is the same set of bond-level characteristics used in the regressions (1) that we run to

construct ct . Note that ybt is multipled by −1, normalized so that a higher value corresponds to a

less restrictive set of covenants in the bond. The dependent variable in Column (4) is αt , while the

dependent variable in Column (5) is βt
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F Loose credit conditions and risky firms’ debt issuance

Appendix Tables A4 and A5 shows quarterly firm-level regressions for the debt issuance of risky firms as

credit conditions ct vary. For the set of nonfinancial Compustat firms, each column shows the results of

a quarterly regression of the form

∆D f t =α+η ·π f ,t−1 +γπ f ,t−1 × ct +φ f +φkt +X f t +ϵ f t (9)

for π f ,t−1 the negative of the Merton (1974) distance to default, constructed as in Bharath and Shumway

(2008), φ f are firm fixed effects, φkt are two-digit SIC-by-quarter fixed effects, and X f t is a vector of the

interaction between π f ,t−1 and lags of ct and GDP growth. ∆D f t is the amount of issuance of some kind

of debt over the next four quarters t to t +3, scaled by the firm’s assets as of t −1. For Appendix Table A4,

∆D f t is defined as follows:

• Columns (1) and (2): ∆D f t is the net issuance of long-term debt, calculated by by constructing net

debt growth each quarter t – the change in the stock of debt, based off the sum of Compustat fields

dlttq and dlcq – summing up the amounts over t to t +3, and dividing by assets as of t −1

• Columns (3) and (4): ∆D f t is the change in principal amount of the firm’s bonds outstanding,

computed based off FISD data for each quarter t . We sum the quarterly changes across t to t +3,

and divided by assets as of t −1

• Columns (5) and (6): ∆D f t is the net borrowing of credit lines in the syndicated loan market, cal-

culated by summing up the amount of new credit line loans in Dealscan for quarter t , net of the

amount of previously-arranged credit lines that mature early. We sum the quarterly changes across

t to t +3, and divided by assets as of t −1

• Columns (7) and (8): ∆D f t is the net borrowing of term loans in the syndicated loan market, cal-

culated by summing up the amount of new credit line loans in Dealscan for quarter t , net of the

amount of previously-arranged term that mature early. We sum the quarterly changes across t to

t +3, and divided by assets as of t −1

Panel (a) of Appendix Table A5 shows regressions in which the dependent variables are the same as in

Appendix Table A4, but where the net debt flow variables are split up into the sum of net flows accounted

for by gross inflows (Columns 2, 5, 8, and 11) versus gross outflows (Columns 3, 6, 9, and 12). Specifically:

• Columns (1)-(3): Net long-term debt issuance, where inflows are Compustat field dltis and out-

flows are Compustat field dltr)

• Columns (4)-(6): Net bond issuance, where inflows are computed based off the new amount of

bond issuance in FSID and outflows are computed based off the amount of bonds maturing or

being called in the FSID amount outstanding table
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• Columns (7)-(9): New credit line syndicated loan borrowing, where inflows are computed based off

the origination of new credit lines in Dealscan and outflows are computed based off the maturity

of credit lines in Dealscan

• Columns (10)-(12): New term loan syndicated loan borrowing, where inflows are computed based

off the origination of new term loans in Dealscan and outflows are computed based off the matu-

rity of term loans in Dealscan

Appendix Table A5 shows regressions in which the dependent variables describe the maturity of net debt

issuance within different types of debt:

• Columns (1)-(2): Debt of less than one year is based off the change in Compustat field dlcq, while

debt of greater than one year is based off the change in Compustat field dlcq

• Columns (3)-(6): Debt of (a) < 1 year, (b) 1−3 years, (c) 3−5 years, and (d) > 5 years are based off,

respectively, Compustat field dd1, the sum of Compustat fields dd2 and dd3, the sum of Compustat

fields dd4 and dd5, and the difference between Compustat field dltt and the sum of dd1, dd2, dd3,

and dd4

• Columns (7)-(10): Based off the time to maturity of outstanding bonds in FSID Mergent

• Columns (11)-(14): Based off the time to maturity of outstanding credit lines in Dealscan, account-

ing for ammendments and refinancings that change the maturity date

• Columns (15)-(17): Based off the time to maturity of outstanding term loans in Dealscan, account-

ing for ammendments and refinancings that change the maturity date

G Credit cycles and risky firms’ financial distress

Appendix Figure A7 is based off the set of nonfinancial Compustat firms. It shows the results quarterly

firm-level regressions of the form

1{Distress(h)
f t =α+η ·π f ,t−1 +γπ f ,t−1 × ct +φ f +φkt +X f t +ϵ f t (10)

run over h = 0 to h = 4 for π f ,t−1 the negative of the Merton (1974) distance to default, constructed as

in Bharath and Shumway (2008), φ f firm fixed effects, φkt two-digit SIC-by-quarter fixed effects, and

X f t a vector of the interaction between π f ,t−1 and lags of ct and GDP growth. The dependent variables

1{Distress(h)
f t } are dummy variables for whether the firm experiences a distress event over the four-quarter

period given by t +h ·4 to t +h ·4+4. For the four panels in the figure, this variable is based off:

• Panel (a): Whether the firm files for bankruptcy, based off data from UCLA-LoPucki Bankruptcy

Research Database (BRD). The BRD is a database that tracks the set of public firm bankruptcies

since October 1979, covering firms with assets of at least $100 million (in 1980 dollars)

A28



• Panel (b): Whether the firm files for bankruptcy, based off CapitalIQ events data that starts in 1997.

We set the variable equal to one if, in the given quarter, the firm has has an announcement in the

CapIQ events database that it is filing for bankruptcy

• Panel (c): Whether the firm defaults on an outstanding bond, based off the FISD default table

• Panel (d): Whether the firm is in violation of a covenant on its outstanding debt, based off data

collected by Nini et al. (2012) using SEC filings from 1996 to 2007

Appendix Figure A1 shows local projections that are of the same form and on the same establishment-

level Compustat-LBD sample as in Figure 3, but where we put an indicator for whether the establishment

engages in a mass layoff on the left-hand side rather than employment growth. Specifically, the figure

shows estimates of γ(h) from the establishment-level annual regression

1{Mass_Layoff(h)
et } =α(h) +η(h) ·π f ,t−1 +γ(h) ×

(
π f ,t−1 · ct

)
+ψr kt +φe +Xe f t +ϵ(h)

e f t

for annual horizons h = 0 to h = 4. {Mass_Layoff(h)
f t } equals one if the employment growth rate g (h)

et ∗100

is less than 30%, including cases in which the establishment closes completely (corresponding to g (h)
et =

−2). Appendix Figure A3 shows the results of the same regression, but on our LBD-QFR sample

H Aggregation of cross-sectional estimates

H.1 Debt issuance of low-risk firms

Appendix Figure A8 shows the results of quarterly firm-level regressions. For the set of nonfinancial

Compustat firms, each column shows the results of a quarterly regression of the form

y (h)
f t =

5∑
j=1

(
α(h)

j +γ(h)
j × ct

)
·1{risk quintile f ,t−1 = j }+φ f +X f t +ϵ f t (11)

where {risk quintile f ,t−1 = j } is the firm’s risk quintile (based off its distance to default) as of quarter

t − 1. The regressions do not include quarter fixed effects, allowing γ(h)
j , the interaction term between

credit conditions ct and the indicator variable for the j th quintile, to be identified for each quintile. All

regressions include firm fixed effects and interaction terms of the quintile indicators with lags of ct and

real GDP growth. The dependent variables y (h)
f t are flow variables, normalized by assets in t −1, that we

calculate by taking the sum of the given variable y f t over the four-quarter horizon t+h·4 to t+h·4+4, and

dividing by assets as of quarter t −1. The flow variable y f t used to construct to the dependent variable

in each of the panels is as follows:

• Panel (a): Net issuance of long-term debt growth, where where inflows are Compustat field dltis

and outflows are Compustat field dltr)

• Panel(b): Net issuance of equity, where inflows are Compustat field sstkq and outflows are Com-

pustat field prstkcq
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• Panel (c): the sum of net debt issuance and net equity issuance from Panels (a) and (b)

• Panel (d): The growth in log assets, based off Compustat field atq

H.2 Partial equilibrium aggregation exercise

We conduct a simple partial equilibrium aggregation exercise based off the one in Chodorow-Reich

(2014). The exercise is based off computing an aggregate employment growth series among the set of

Compustat firms in our LBD-Compustat sample (see Appendix Section A.1) under the counterfactual in

which ct (aggregate credit conditions) is at its sample mean for each year t over 1978−2020, rather than

the actual value it took in year t . We compute this counterfactual by making three assumptions:

1. Relationship between ct and relative employment growth of risky firms is causal: The estimate γ(0)

from Column (4) of Table 1 identifies the causal effect of ct on the relative employment growth of

risky firms

2. No direct effects on low risk firms: Defining low-risk firms as of year t as firms with default risk

π f ,t−1 in the first quintile, the employment of these firms is not directly affected (through changes

to the spreads on the firm’s debt) by fluctuations in ct

3. No general equilibrium effects: There are no general equilibrium spillovers of the employment

growth of one firm to the employment growth of other firms

Under assumption (1), for each firm with default risk above the first quintile, we can compute the coun-

terfactual Davis and Haltiwanger (1992) growth rate of the firm’s establishments as the growth rate that

would be obtained if ct were set to its sample mean as the sum of its actual growth minus the growth that,

according to our estimate from Table 1, is attributed to the level of credit conditions during the year:

g (0−c f )
et =

get − (π f (e),t−1 −π(l ow−r i sk)
t−1 )× (ct − c)×γ(0) if {risk quintile f (e),t−1 ̸= 1}

get if {risk quintile f (e),t−1 = 1}
(12)

for π(low−r i sk)
t−1 the 20th percentile of default risk as of year t −1 and c the mean of ct over our sample pe-

riod, 1978−2020. We then (a) take the weighted average of establishment-level log employment growth

for each year t to obtain the firm-level counterfactual growth rate g (0−c f )
f t , (b) apply the transformation

described in Chodorow-Reich (2014) to turn g (0−c f )
f t , which is the second-order approximation to log em-

ployment growth, into actual firm-level log employment growth, and finally (c) take the weighted aver-

age of these firm-level log employment growth rates for each year t to obtain the aggregate conterfactual

growth for our Compustat sample.

Appendix Table A7 shows how the relationship between the actual aggregate growth rate in our Com-

pustat sample with ct compares to the relationship between the counterfactual series and ct . The right-

hand side variables in the regression are normalized by their standard deviations. Column (2) shows

that, even controlling for GDP growth (and lags of ct and GDP growth), a 1 standard deviation increase
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in ct is associated with a 0.68 percentage point increase in the actual rate of aggregate employment

growth in our sample. The counterfactual series shown in Columns (3) and (4), on the other hand, has

a statistically-insignificant relationship with ct that is essentially zero when we control for GDP growth.

Mechanically, then, the economically-meaningful relationship between aggregate growth and ct is ex-

plained by the difference between the actual and counterfactual growth rate series, shown in Columns

(5) and (6). Note that the high R2 and t-stats in Columns (5) and (6) are not meaningful, since the left-

hand side variable for the regressions of these columns is increasing in ct itself

H.3 Regional employment dynamics

Construction of Bartik instrument To get a sense of the general equilibrium spillovers that the employ-

ment growth of risky firms during credit booms may induce, we develop a regional design. The design is

based off constructing an MSA-level Bartik instrument using the establishments in our Compustat-LBD

sample (see Appendix Section A.1). For each MSA r and year t between 1978−2016, we construct the in-

strument as, denoting C the set of establishments controlled by a Compustat firm in our Compustat-LBD

sample, E the set of all establishments in the LBD, and r (e) the MSA of an establishment e,

πbar ti k
r,t = ∑

∀e∈C :r (e)=r

(
empe,t−1∑

∀e ′∈E :r (e ′)=r empe ′,t−1

)
·π f (e),t−1 (13)

The instrument πbar ti k
r,t for year t is the weighted average of the default risk of establishments’ control-

ling firms, with the weights corresponding to establishments’ employment shares as of year t −1. Note

that the shares are computed using the employment of all establishments in the denominator, including

establishments not in the Compustat-LBD sample C. This ensures that MSA-level variation in the instru-

ment has the same interpretation as establishment-level variation in the instrument: when the Bartik

instrument is interacted with ct , the effect on the MSA’s aggregate employment growth of a 100 basis

point decrease in the spreads faced by the employment-weighted average establishment in the region.

An MSA with low a employment share of public firm establishments will have low values of the instru-

ment, which is appropriate given that there are few public firms that can affect such an MSA’s aggregate

employment growth. To account for the potential correlation of an MSA’s share of public firms with other

determinants of employment growth, in our regressions, we always directly control for this share (as well

as its interaction with ct ), as suggested by Borusyak et al. (2021).

Contemporaneous MSA-level effects of exposure to risky firms during credit booms Appendix Table

A8 shows estimates of how MSA-level exposure to credit spread reductions during credit booms trans-

mits to its overall employment growth rate. For g (0)−ag g
r t the MSA r ’s aggregate growth rate from t −1 to

t – based off the employment of all establishments in the LBD, including establishments controlled by

private firms – we run the regression

g (0)−ag g
r t =α(0) +η(0) ·πbar ti k

r,t +γ(0) ·
(
πbar ti k

r,t × ct

)
+ψt +φr +Xr t +ϵ(0)

r t (14)
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whereψt is a vector of year fixed effects, φr is a vector of MSA fixed effects, and Xr t includes controls for

the share of firms included in g (0)−ag g
r t (Borusyak et al., 2021), the interaciton of the share of public firms

with ct , the interaction of the Bartik instrument and the share of public firms with two lags of ct and with

contemporaneous and lagged GDP growth, and the predicted growth rate of the MSA based off its t −1

shares across four-digit NAICS (ie, a Bartik instrument for the MSA based off its industry composition).

The estimate in Column (1) implies that when the employment-weighted average firm in an MSA

experiences a 100 basis point reduction in spreads during a credit boom, that MSA’s employment growth

is 2.36 percentage points higher than an MSA that is exposed to less risky firms. Columns (2)-(4) con-

sider variants of the Bartik instrument g (0)−ag g
r t that address potential concerns regarding how it could

be correlated with determinants of MSA-level employment growth other than exposure to credit con-

ditions. Column (2) constructs πbar ti k
r,t using firm-level default risk π f ,t−1 that is first demeaned at the

four-digit SIC level. This is an alternative way (the MSA industry Bartik control being the baseline) to

address the potential endogeneity of πbar ti k
r,t to the industrial composition of the region; the instrument

is then explicitly based off whether a given MSA is relatively exposed to firms that, even relative to other

firms in their industry, have high default risk. Column (3) addresses the possibility of reverse causality

– that high growth in an MSA induces higher default risk in the firms that operate there, for example

by encouraging them to increase investment by borrowing more – by only constructing πbar ti k
r,t with the

establishments of firms who have less than 5% of their total employment in that MSA. We refer to this in-

strument as the “non-headquarter” establishment instrument, since it effectively is based off the MSA’s

exposure to establishments that are not located in the region in which the firm has a significant portion

of its employment. Column (4) constructsπbar ti k
r,t by applying both of these modifications to the baseline

instrument.

Dynamic MSA-level effects of exposure to risky firms during credit booms Appendix Figure A9 shows

the effect of MSA-level exposure to credit conditions during year t on the dynamics of its employment

growth by running Jordá (2005) local projections of the form

g (h)−ag g
r t =α(h) +η(h) ·πbar ti k

r,t +γ(h) ·
(
πbar ti k

r,t × ct

)
+ψt +φr +Xr t +ϵ(h)

r t (15)

for annual horizons h = 0 to h = 4. We use the baseline specification from Column (1) of Appendix Table

A8.

H.4 Regional worker earnings effects

Sample of high school graduates We want to get an initial sense of whether the labor market dynam-

ics associated with risky firms’ job creation during credit booms have spillovers to workers not directly

affected by these jobs. To do so, use the MSA-level Bartik instrument described in Appendix Section H.3

to estimate the effects on a potential labor market entrant of being exposed to an MSA that itself is rela-

tively exposed to risky firms’ job creation during credit booms. In our LEHD data from 2000−2012, we

take the set of all individual-years from the 2000 and 2010 Decenniel Censuses in which we (a) impute
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that the individual is graduating high school in year t based off turning 19 in that year and (b) can link

the individual to their parents via the Decennial Censuses (as described in Appendix Section A.8), where

(c) the MSA of their parents residence as of the high school graduation year t is is available in our LEHD

data. We then keep only those individuals who (d) have strictly positive earnings in the LEHD for each of

the next eight years starting in their high-school graduation year t . This last restriction allows us to esti-

mate dynamic earnings effects for a consistent sample of workers, and ensures that we are considering

workers that work immediately after high school. The sample restriction has the downside of condin-

tioning on high-school graduates’ choice of working immediately after high school or not, which could

be endogeneous to the conditions of the MSA in which they graduate high school. We plan to address

the potential effects of this sample selection in the future.

Design Appendix Figure B.7 shows our estimates for the effect on contemporaneous and future earn-

ings of being exposed to a market with a lot of boom-induced job creation upon graduating high school.

For each high school graduate in our sample, we run annual worker-level regressions in which we regress

w (h)
i t – the log of total earnings of the four quarters in year t +h (where year t is the four quarters from

the third quarter of year t to the second quarter t +1, and so on) – on the Bartik instrument πbar ti k
r (i )t from

equation (13) interacted with ct :

w (h)
i t =α(h) +η(h) ·πbar ti k

r (i )t +γ(h) ·
(
πbar ti k

r (i )t × ct

)
+ψ′

t ·Xi t +φr (i ) +Xr (i )t +ϵ(h)
i t (16)

where πbar ti k
r (i )t is the credit shock Bartik of the MSA of the high-school graduate’s parents, φr (i ) is a vector

of MSA fixed effects, Xi t is and Xr (i )t includes the same MSA-level controls as in Appendix Figure A9

(other than the lags of ct and GDP growth, given the short panel). The objectψ′
t ·Xi t is a year fixed effect

specific to the high-school graduate’s type, as proxied by a set of binned characteristics that include:

the graduate’s race and sex, the education of the graduate’s parents, the lifetime earnings quintile of

graduate’s parents, and earnings quintile of the graduate’s parents over the previous year.

Comparison to regional unemployment rate exposure Appendix Figure A11 shows estimates of the

a specification similar to that of Appendix Figure B.7, except that the credit shock Bartik πbar ti k
r (i )t · ct is

replaced with the MSA-level unemployment rate as of year t :

w (h)
i t =α(h) +γ(h) ·urr (i ),t +ψ′

t ·Xi t +φr (i ) +Xr (i )t +ϵ(h)
i t (17)
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Table A1: Quarterly bond-level regressions of realized excess returns on predicted credit spreads

Without quarter FEs With quarter FEs
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

1 year 2 year 3 year 4 year 5 year 1 year 2 year 3 year 4 year 5 year
π f t 1.007 3.987∗∗∗ 6.152∗∗∗ 7.797∗∗∗ 8.473∗∗∗ 0.914 3.501∗∗∗ 5.883∗∗∗ 7.411∗∗∗ 8.241∗∗∗

(1.22) (4.28) (7.54) (10.22) (8.94) (1.04) (4.24) (7.21) (8.27) (7.96)

(at +πd tod
f ,t−1 · ct ) -4.846∗∗∗ -7.870∗∗∗ -8.628∗∗∗ -10.10∗∗∗ -10.80∗∗∗ -4.203∗∗∗ -7.362∗∗∗ -8.028∗∗∗ -8.215∗∗∗ -8.384∗∗∗

(-3.53) (-5.44) (-6.60) (-6.13) (-7.12) (-3.23) (-5.75) (-8.63) (-10.74) (-11.75)

Quarter FEs No No No No No Yes Yes Yes Yes Yes
N 36634 36634 36634 36634 36634 36634 36634 36634 36634 36634
Adjusted R2 0.151 0.204 0.249 0.290 0.283 0.444 0.434 0.405 0.410 0.401
Fraction of bonds active 0.955 0.917 0.885 0.855 0.824 0.955 0.917 0.885 0.855 0.824
Within R2 0.0349 0.0750 0.107 0.133 0.149
% variance: across quarter 0.493 0.468 0.497 0.562 0.569
% variance: within quarter 0.507 0.532 0.503 0.438 0.431

Notes: This table shows the results of quarterly bond-level regressions of realized excess returns on predicted credit spreads, based off the firm’s default risk
and the price of default risk estimated across all bonds for the given quarter. The regressions take the form

r (h)
bt =α0 ·πd tod

f ,t−1 +α1 × (at +πd tod
f ,t−1 · ct )+Xbt +ϵb f t

run over annual forecasting horizons h = 0 to h = 4 See Appendix Section C.1 for details on the sample and variables. Standard errors are Driscoll-Kraay with
lag length 4 ·h +4. ∗, ∗∗, and ∗∗∗ denote significance at the 10%, 5%, and 1% levels, respectively.
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Table A2: Relationship between ct and risky firm credit spreads in other credit markets

Bank small biz. lending Syndicated loans Commercial paper
(1) (2) (3) (4) (5) (6)

Low risk High-low risk Low risk High-low risk Low risk High-low risk
ct 0.0415 0.0931 0.136∗∗ 0.122∗ 0.0673 0.536∗∗

(0.54) (1.01) (2.01) (1.66) (0.58) (2.43)
N 81 81 171 117 95 91
R2 0.00280 0.0141 0.0185 0.0198 0.00660 0.420

Notes: This table shows the results of quarterly bivariate regressions of the form

yt =α+βct +ϵt

where yt is a measure of aggregate spreads in a certain credit market. All variables are normalized by their standard
deviation. See Appendix Section D for details on the dependent variables. Standard errors are Newey-West with
four lags. ∗, ∗∗, and ∗∗∗ denote significance at the 10%, 5%, and 1% levels, respectively.
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Table A3: Relationship between ct and aggregate credit constraints

Bank small biz. lending Syndicated loan covenants Bond covenants
(1) (2) (3) (4) (5)

Loosening standards Low risk High-low risk Low risk High-low risk
ct 0.592∗∗∗ 0.0970∗ 0.149∗∗ -0.147 0.225∗∗∗

(9.63) (1.85) (2.04) (-1.57) (2.63)
N 122 97 97 137 137
R2 0.449 0.0413 0.0428 0.0252 0.0586

Notes: This table shows the results of quarterly bivariate regressions of the form

yt =α+βct +ϵt

where yt is a measure of credit standards/constraints in different credit markets. All variables are normalized
by their standard deviation. See Appendix Section E for details on the dependent variables. Standard errors are
Newey-West with four lags. ∗, ∗∗, and ∗∗∗ denote significance at the 10%, 5%, and 1% levels, respectively.
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Table A4: Quarterly firm-level regressions of debt issuance on credit conditions and default risk

Overall Bonds Syndicated loans: credit line Syndicated loans: term loan
(1) (2) (3) (4) (5) (6) (7) (8)

π f ,t−1 -3.821∗∗∗ -3.396∗∗∗ -1.483∗∗∗ -2.539∗∗∗ -1.293∗∗∗ -0.471 -1.078∗∗∗ 0.0694
(-18.18) (-7.70) (-4.74) (-3.01) (-5.12) (-1.06) (-3.56) (0.07)

π f ,t−1 × ct 0.884∗∗∗ 0.845∗∗∗ 0.607∗∗∗ 0.556∗ 0.547∗∗ 0.749∗∗∗ 0.305 0.413
(5.27) (4.56) (2.89) (1.90) (2.16) (3.34) (1.15) (1.09)

Firm FEs Yes Yes Yes Yes Yes Yes Yes Yes

Quarter-sector FEs Yes Yes Yes Yes Yes Yes Yes Yes

Credit lag interactions No Yes No Yes No Yes No Yes

GDP growth interactions No Yes No Yes No Yes No Yes
N 326606 326606 52706 52706 118280 118280 65883 65883

Notes: This table quarterly firm-level regressions for the debt issuance of risky firms as credit conditions ct vary.
For the set of nonfinancial Compustat firms, each column shows the results of a quarterly regression of the form

∆D f t =α+η ·π f ,t−1 +γπ f ,t−1 × ct +φ f +φkt +X f t +ϵ f t

where ∆D f t is the firm’s net debt issuance in different credit markets. See Appendix Section F for details on the
sample and variables. Standard errors are Driscoll-Kraay with lag length 4. ∗, ∗∗, and ∗∗∗ denote significance at
the 10%, 5%, and 1% levels, respectively.
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Table A5: Quarterly firm-level regressions of debt issuance, split by inflow vs. outflow or maturity, on credit conditions and default risk

LT Debt (>1 year) Bonds Syndicated loans: credit line Syndicated loans: term loan
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
Net In Out Net In Out Net In Out Net In Out

π f ,t−1 -3.695∗∗∗ 4.850∗∗∗ 8.673∗∗∗ -2.539∗∗∗ -2.381∗∗ 0.181 -0.471 -0.426 0.0310 0.0694 0.136 0.0557∗∗
(-3.87) (3.84) (9.04) (-3.01) (-2.42) (0.29) (-1.06) (-0.99) (1.45) (0.07) (0.14) (2.26)

π f ,t−1 ×ct 1.356∗∗∗ 1.263∗∗ -0.119 0.556∗ 1.095∗∗∗ 0.521∗∗ 0.749∗∗∗ 0.677∗∗∗ -0.0636∗∗∗ 0.413 0.417 0.0135

(3.04) (2.04) (-0.37) (1.90) (2.93) (2.19) (3.34) (3.13) (-6.00) (1.09) (1.08) (1.50)

Firm FEs Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Quarter-sector FEs Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Credit lag interactions Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

GDP growth interactions Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
N 280515 280515 280515 52706 52706 52706 118280 118280 118280 65883 65883 65883

(a) By inflows vs. outflows

All LT Debt Bonds Syndicated loans: credit line Syndicated loans: term loan
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18)

<1 yr >1 yr <1 yr 1-3 yr 3-5 yr >5 yr <1 yr 1-3 yr 3-5 yr >5 yr <1 yr 1-3 yr 3-5 yr >5 yr <1 yr 1-3 yr 3-5 yr >5 yr
π f ,t−1 -1.203∗∗∗ -2.144∗∗∗ -0.0742 -0.181 -0.261∗ -0.568∗∗ 0.139 -0.886∗∗∗ 0.930 -2.756∗∗∗ 0.397 -0.259 -1.204∗∗ 0.346 0.771∗∗ -0.114 -0.990∗ -0.329

(-5.51) (-5.45) (-0.95) (-1.24) (-1.72) (-2.05) (1.51) (-3.05) (1.54) (-3.60) (0.91) (-0.38) (-2.53) (1.42) (2.45) (-0.22) (-1.92) (-0.91)

π f ,t−1 ×ct 0.0591 0.747∗∗∗ 0.00599 0.0511 0.0952 0.481∗∗∗ 0.00871 -0.337∗∗∗ -0.0333 0.886∗∗∗ -0.157 0.208 0.272 0.284∗∗∗ 0.0358 -0.109 -0.0146 0.279∗∗
(0.85) (4.05) (0.17) (0.61) (1.39) (3.84) (0.17) (-2.96) (-0.12) (3.02) (-1.13) (0.84) (1.43) (3.43) (0.41) (-0.62) (-0.08) (2.03)

Firm FEs Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Quarter-sector FEs Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Credit lag interactions Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

GDP growth interactions Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
N 326606 326606 324146 324146 324146 324112 52706 52706 52706 52706 131595 126647 129468 131302 122102 94171 110311 128753

(b) By maturity

Notes: This table quarterly firm-level regressions for the debt issuance of risky firms as credit conditions ct vary. For the set of nonfinancial Compustat firms,
each column shows the results of a quarterly regression of the form

∆D f t =α+η ·π f ,t−1 +γπ f ,t−1 × ct +φ f +φkt +X f t +ϵ f t

where ∆D f t is debt issuance across different markets or of different security types. Panel (a) shows regressions in which ∆D f t is split up into gross inflows vs.
outflows. Panel (b) shows regressions in which ∆D f t is split up into the net issuance of securities in different maturity buckets. See Appendix Section F for
details on the sample and variables. Standard errors are Driscoll-Kraay with lag length 4. ∗, ∗∗, and ∗∗∗ denote significance at the 10%, 5%, and 1% levels,
respectively.
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Table A6: Regressions of establishment-level employment growth on firm-level credit condition
exposure in QFR sample

(1) (2) (3) (4) (5)
π f ,t−1 -5.284∗∗∗ -5.761∗∗∗ -7.513∗∗∗ -8.776∗∗∗ -7.622∗∗∗

(0.5996) (0.4263) (0.4218) (1.126) (2.636)

π f ,t−1 × ct 2.464 2.345∗∗ 3.838∗∗∗ 3.556∗∗∗ 3.607∗∗∗

(1.748) (1.105) (0.9461) (0.9467) (1.133)

Year FEs Yes No No No No
Year-Industry-Region FEs No Yes Yes Yes Yes
Credit condition lags No No Yes Yes Yes
GDP growth interaction controls No No No Yes No
Unemployment rate interaction controls No No No No Yes

Number of establishment-years (N) 1,482,000 1,482,000 1,482,000 1,482,000 1,482,000
Number of firm-years 233,000 233,000 233,000 233,000 233,000

Notes: This table shows estimates of the contemporaneous employment growth of risky firms when credit condi-
tions are loose, relative to less risky firms. For an establishment e controlled by a firm f at the start of year t , we
run different variants of the regression

g (0)
et =α(0) +η(0) ·π f ,t−1 +γ(0) ×

(
π f ,t−1 · ct

)
+ψt +φeXe f t +ϵ(0)

e f t

The sample is the set of establishment-years in the LBD from 1978-2020 that are controlled by a manufacturing
firm that was sampled in the most recent Economic Census version of the QFR (see Appendix Section A.2). The
left-hand side variable g (0)

et is employment growth from year t −1 to t , measured using the symmetric growth rate
of Davis and Haltiwanger (1992) (see Equation 2.3). The key right-hand side variable is the interaction between
firm-level default risk π f ,t−1 and aggregate credit conditions ct . Default risk is proxied by book leverage, scaled
by the estimated relationship among Compustat firms between the negative of Merton (1974) distance to default
and book leverage (see Appendix Section B.2). This makes the units of the estimates the same as those in Figure
2. Credit conditions are measured based off the year-specific relationship between credit spreads and default risk
in the bond market (see Appendix Section B.1). All regressions include establishment fixed effects. For additional
controls, Column (1) includes year and establishment fixed effects. Column (2) includes year fixed effectsψr kt that
are specific to the establishment’s MSA r -by-four-digit NAICS k pair. Column (3) adds controls for the interaction
of π f ,t−1 with two lags of ct , giving the regressions a local projection interpretation (Jordá, 2005). Column (4) adds
controls for the interaction of two lags of real GDP growth, as well as year t GDP growth, with π f ,t−1. Column
(5) replaces the GDP growth interaction controls with analogous controls that use the level of the unemployment
rate rather than GDP growth. The regressions are weighted by the establishment’s average level of employment
between years t − 1 and t , divided by the sum of these weights across all observations in the given year. These
weights are then multiplied by the parent firm’s QFR sample weight, such that the estimate of γ(h) reflects the
behavior of the average (employment-weighted) manufacturing firm in the economy. Standard errors are double
clustered on firm and year. The coefficients on π f ,t−1 are interpreted as the estimated effect on an establishment’s
employment growth of being controlled by a risky parent firm that, when ct is at its sample mean, faces predicted
credit spreads 100 basis points higher than the establishment controlled by a less risky firm. The coefficients on
the interaction term π f ,t−1 · ct are interpreted as the estimated effect on an establishment’s employment growth
of their risky firm’s credit spread being reduced by 100 basis points more as credit conditions loosen, relative to
an establishment controlled by a less risky firm. All sample sizes are rounded to the nearest hundred following
disclosure guidelines by the U.S. Census Bureau. ∗, ∗∗, and ∗∗∗ denote significance at the 10%, 5%, and 1%
levels, respectively.
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Table A7: Partial equilibrium aggregation exercise

Actual growth Counterfactual growth Actual - Counterfactual
(1) (2) (3) (4) (5) (6)

ct 1.054∗∗∗ 0.682∗∗∗ 0.382 0.0401 0.672∗∗∗ 0.642∗∗∗

(3.91) (3.73) (1.67) (0.19) (6.18) (9.71)

GDP growth 0.772∗∗∗ 0.651∗∗ 0.121∗∗

(2.78) (2.20) (2.11)

Credit condition lags Yes Yes Yes Yes Yes Yes

GDP growth lags No Yes No Yes No Yes
N 40 40 40 40 40 40
Adjusted R2 0.328 0.557 0.140 0.374 0.712 0.759

Notes: This table shows the results of the partial equilibrium aggregation exercise described in Appendix Section
H.2. It shows annual time series regressions of the form

g ag g−x
t =α+βct +Xt+ϵt

where g ag g−x
t is an aggregate growth rate (for firms in our Compustat-LBD sample) for year t , ct is aggregate credit

conditions, and X is a vector that contains two lags of ct and, for Columns 2, 4, and 6, year t GDP growth as well
as two lags of GDP growth. As described in Appendix Section H.2, g ag g−x

t is the actual aggregate growth rate in the
Compustat-LBD sample in Columns (1) and (2); the counterfactual aggregate growth rate when ct is at its sample
mean in each year in Columns (3) and (4); and the difference between the actual and counterfactual growth rates in
Columns (5) and (6). Standard errors are Newey-West with two lags. ∗, ∗∗, and ∗∗∗ denote significance at the 10%,
5%, and 1% levels, respectively. All sample sizes are rounded to the nearest hundred following disclosure guidelines
by the U.S. Census Bureau. ∗, ∗∗, and ∗∗∗ denote significance at the 10%, 5%, and 1% levels, respectively.
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Table A8: Contemporaneous response of regional employment to credit market shock

(1) (2) (3) (4)
Baseline Using demeaned π f ,t−1 Using only non-HQ estabs Both

πbar ti k
r,t · ct 2.361∗∗∗ 2.090∗∗∗ 2.061 ∗∗∗ 3.445

(0.6818) (0.8340) (0.8157) (3.025)

MSA FEs Yes Yes Yes Yes
Credit condition lags Yes Yes Yes Yes
GDP growth interactions controls Yes Yes Yes Yes
Industry employment growth Bartik Yes Yes Yes Yes
Number of MSA-years (N) 34,000 34,000 34,000 34,000
Within R2 .05243 .05113 .005228 .05161

This table shows estimates of γ(0) from the annual MSA-level regression

g (0)−ag g
r t =α(0) +η(0) ·πbar ti k

r,t +γ(0) ·
(
πbar ti k

r,t × ct

)
+ψt +φr +Xr t +ϵ(0)

r t

where g (0)−ag g
r t is aggregate MSA-level employment growth (including the establishments of both private and pub-

lic firms) from t −1 to t . πbar ti k
r,t is the MSA-level Bartik instrument that is based off the default risk of public firms

with establishments in the MSA, and these establishments’ year t −1 employment shares, given by equation (13).
See Appendix Section H.3 for a description of the controls included in the regression. The different columns corre-
spond to different variants of the construction of the Bartik instrument, as explained in Appendix Section H.3. The
regressions are weighted by MSA-level employment as of t −1. Standard errors are double clustered by year and
MSA. The magnitudes are interpreted as effect on the MSA’s aggregate employment growth when the employment-
weighted average firm in an MSA experiences a 100 basis point reduction in spreads during a credit boom, relative
than an MSA that is exposed to less risky firms. All sample sizes are rounded to the nearest hundred following dis-
closure guidelines by the U.S. Census Bureau. ∗, ∗∗, and ∗∗∗ denote significance at the 10%, 5%, and 1% levels,
respectively.
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Figure A1: Response of mass layoff events to credit conditions in Compustat sample
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Notes: This figure plots estimates of the propensity of risky firms’ establishments to engage in mass layoffs when
credit conditions are loose. For an establishment e controlled by a firm f at the start of year t , it shows 95%
confidence intervals of γ(h) from annual establishment-level Jordá (2005) local projections given by

1{Mass_Layoff(h)
et } =α(h) +η(h) ·π f ,t−1 +γ(h) ×

(
π f ,t−1 · ct

)
+ψr kt +φe +Xe f t +ϵ(h)

e f t

for annual horizons h = 0 to h = 4. The sample is the set of establishment-years in the LBD from 1978-2016 that
are controlled by a Compustat firm (see Appendix Section A.1). The left-hand side variable is 1{Mass_Layoff(h)

f t }, a

dummy variable variable that equals one if the employment growth rate g (h)
et ∗100 is less than 30%, including cases

in which the establishment closes completely (corresponding to g (h)
et =−2). Default risk is proxied by the negative

of Merton (1974) distance to default, constructed following Bharath and Shumway (2008) (see Appendix Section
B.2). Credit conditions are measured based off the year-specific relationship between credit spreads and default
risk in the bond market (see Appendix Section B.1). Each regression includes (a) establishment fixed effects φe ; (b)
year fixed effects ψr kt that are specific to the establishment’s MSA r -by-four-digit NAICS k pair; (c) interactions of
two lags of ct with π f ,t−1; and (d) interactions of two lags of real GDP growth, as well as year t GDP growth, with
π f ,t−1. The regressions are weighted by the establishment’s average level of employment between years t +h −1
and t +h, divided by the sum of these weights across all observations in the given year. Standard errors are double
clustered on firm and year. The coefficients are interpreted as the estimated effect on an establishment’s mass
layoff propensity of a risky firm’s credit spread being reduced by 100 basis points more as credit conditions loosen,
relative to an establishment controlled by a less risky firm.
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Figure A2: Employment and capital growth of risky firms over credit cycles
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Employment / Capital growth, high - low risk Credit spreads, low - high risk (right axis)

This figure plots the annual employment /capital growth and predicted credit spreads of firms with high default
risk relative to firms with low default risk. The sample consists of manufacturing establishments that, at the start
of a given credit cycle episode (1978, 1983, 1992, 2003, 2010, or 2016), are controlled by a public firm. At the
start of each episode, firms in the sample are put into quintiles of default risk π f t . Default risk is proxied by the
negative of Merton (1974) distance to default, constructed following Bharath and Shumway (2008) (see Appendix
Section B.2). In the left panel, the solid green line (left y-axis) plots the weighted-average employment growth
rate of establishments controlled by firms in the fifth quintile of risk (“high-risk firms”) minus the growth rate of
establishments controlled by firms in the first quintile of risk (“low-risk firms”). Employment growth is measured
using the symmetric growth rate of Davis and Haltiwanger (1992) given by Equation (2.3). In the right panel, the
solid green line (left y-axis) plots the same series, but for capital growth. Capital growth is based off cumulating
capital expenditure flows, as in Giroud (2013), obtain from the Census’s Annual Manufacturing Survey (ASM) and
Census of Manufacturers (CMF). The dashed red line (right y-axis) plots the difference in predicted credit spreads
between low- and high-risk firms. This is computed from the measure ct of aggregate credit conditions that is
based off the year-specific relationship between credit spreads and π f t in the bond market (see Appendix Section
B.1). The dashed red line shows ct after it is multiplied by the difference in π f t between the average firm in the first
quintile and the average firm in the fifth quintile. This allows one to interpret the dashed red line as the predicted
difference in credit spreads between low- and high-risk firms. The solid green line’s value is large when high-risk
firms’ employment / capital growth is high relative to low-risk firms’ growth, while the dashed red line’s value is
large when there is a less negative difference in the credit spreads of low-risk firms relative to high-risk firms. The
correlation between the two series is 0.54.
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Figure A3: Response of mass layoff events to credit conditions in QFR sample
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Notes: This figure plots estimates of the propensity of risky firms’ establishments to engage in mass layoffs when
credit conditions are loose. For an establishment e controlled a firm f at the start of year t , it shows 95% confidence
intervals of γ(h) from annual establishment-level Jordá (2005) local projections given by

1{Mass_Layoff(h)
f t } =α(h) +η(h) ·π f ,t−1 +γ(h) ×

(
π f ,t−1 · ct

)
+ψr kt +φe +Xe f t +ϵ(h)

e f t

for annual horizons h = 0 to h = 4. The sample is the set of establishment-years in the LBD from 1978-2016 that are
controlled by a manufacturing firm that was sampled in the most recent Economic Census version of the QFR (see
Appendix Section A.2). The left-hand side variable is 1{Mass_Layoff(h)

f t }, a dummy variable variable that equals one

if the employment growth rate g (h)
et ∗100 is less than 30%, including cases in which the establishment closes com-

pletely (corresponding to g (h)
et =−2). The key right-hand side variable is the interaction between firm-level default

riskπ f ,t−1 and aggregate credit conditions ct . Default risk is proxied by book leverage, scaled by the estimated rela-
tionship among Compustat firms between the negative of Merton (1974) distance to default and book leverage (see
Appendix Section B.2). This makes the units of the estimates the same as those in Figure 2. Credit conditions are
measured based off the year-specific relationship between credit spreads and default risk in the bond market (see
Appendix Section B.1). Each regression includes (a) establishment fixed effects φe ; (b) year fixed effects ψr kt that
are specific to the establishment’s MSA r -by-four-digit NAICS k pair; (c) interactions of two lags of ct with π f ,t−1;
and (d) interactions of two lags of real GDP growth, as well as year t GDP growth, with π f ,t−1. The regressions are
weighted by the establishment’s average level of employment between years t +h−1 and t +h, divided by the sum
of these weights across all observations in the given year. These weights are then multiplied by the parent firm’s
QFR sample weight, such that the estimate of γ(h) reflects the behavior of the average (employment-weighted)
manufacturing firm in the economy. Standard errors are double clustered on firm and year. The coefficients are
interpreted as the estimated effect on an establishment’s mass layoff propensity of a risky firm’s credit spread being
reduced by 100 basis points more as credit conditions losen, relative to an establishment controlled by a less risky
firm. A46



Figure A4: Sensitivity of employment growth to aggregate conditions of BB+ vs. matched BBB-
establishments, split by NBER expansion vs. recession
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Notes: This figure plots estimates of the effect of loose credit conditions on the employment growth of the estab-
lishments of firms with a high-yield BB+ rating, relative to matched establishments of investment-grade firms with
a BBB- rating. For an establishment e that as of year t is controlled by a firm f that has a BB+ rating, it shows 95%
confidence intervals of γ(h) from annual establishment-level regressions given by

(g (h)
et − g (h)

m(e)t ) =α(h) +γ(h) ×
(
δBB+ · ct

)
+ (Xe f t −Xm(e)m( f )t )+ϵ(h)

e f t

for annual horizons h = 0 to h = 4 and run when saturated with dummy variable for whether
(1{NBER Recessiont } = 1) or not (1{NBER Expansiont } = 1). The sample is the set of establishment-years in the
LBD from 1978-2016 that are (a) controlled by a Compustat firm that is rated BB+; (b) not their firm’s headquarters
(see Appendix Section Appendix Section A.4), and (c) can be matched to an establishment m(e) that lies in the same
MSA and four-digit NAICS and is controlled by a firm with observably similar default risk but that is rated BBB-. See
Section 3.3 for the details of the nearest-neighbor matching procedure. The left-hand side variable the difference
between g (h)

et , the employment growth from year t +h −1 to t +h of the BB+ establishment, and g (h)
m(e)t , growth of

the matched BBB- establishment. Employment growth is measured using the symmetric growth rate of Davis and
Haltiwanger (1992) (see Equation 2.3). The key right-hand side variable is aggregate credit conditions ct , scaled
by δBB+, the estimate from the bond-level regressions shown in Figure 4 of how much more sensitive the spreads
of BB+ bonds are to ct compared to spreads of BBB- bonds. All regressions include the following controls: (a) the
differences Xe f t −Xm(e)m( f )t in the values of of the continuous matching variables between e and its matched
establishment m(e), (b) two lags of ct , and (c) two lags of real GDP growth, along with year t GDP growth. The
regressions are weighted by the BB+ establishment’s average level of employment between years t +h−1 and t +h,
divided by the sum of these weights across all observations in the given year. Standard errors are triple clustered
on BB+ firm, year, and, following Abadie and Spiess (2022), matched BBB- firm. The coefficients are interpreted
as the estimated effect on an establishment’s employment growth when its controlling BB+ firm experiences a 100
basis point greater reduction in spreads as credit conditions loosen, relative to the growth of the matched BBB-
establishment. The dashed black line shows the cumulative effect (as a percent of year t −1 employment) of these
year-over-year estimates, which is the sum of the γ(h) estimates up to and including horizon h.
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Figure A5: Outcomes of workers hired by risky firms during credit booms
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Notes: This figure plots estimates of the effect on worker outcomes of taking a job at a risky firm when credit
conditions are loose. For a worker i who takes a job during quarter t at an establishment controlled by a firm f
operating in MSA r and four-digit NAICS k, the figure shows 95% confidence intervals of γ(h) from the quarterly
worker-level regression

y (h)
i t =α(h) +η(h) ·π f (i ,t ),t +γ(h) ×

(
pi f (i ,t ),t × ct−3,t )+φ′

r kt ×Xi t +θr k f +X f (i ,t )t +ϵ(h)
i f t

run in four-quarter increments h = 0,4, ...,32. The sample is the set of prime-age workers in our LEHD sample
that take a full-time, stable job at a Compustat firm during quarter t (see Appendix Section A.6). For the left-
side plot, the dependent variable is ear n(h)

i t , which is the log of total earnings over the four quarters starting with

t +h · 4. For the right-side plot, the dependent variable is displace(h)
i t , a dummy variable that equals one if the

worker experiences a experience a displacement event (separation into non-employment) from any full-time job
during one of the four quarters starting with t +h ·4 (see Appendix Section B.7). The key right-hand side variable
is the new firm’s default risk π f (i ,t ),t as of quarter t −4 with average credit conditions between quarters t −3 and t ,
ct−3,t . Firm-level default risk is proxied by the negative of Merton (1974) distance to default, constructed following
Bharath and Shumway (2008) (see Appendix Section B.2). Credit conditions are measured based off the year-
specific relationship between credit spreads and default risk in the bond market (see Appendix Section B.1). All
regressions include time-invariant firm-region-industry fixed effects, as well quarter-region-industry fixed effects
interacted with the unique value of a vector of binned worker-level characteristics. As detailed in Appendix Section
B.8, these characteristics include variables for the worker’s demographics, observed labor market state at the start
of quarter t , and past labor market outcomes. The regressions also control for interactions of π f ,t−4 with one-
and two-year lags of ct−3,t , as well as with lagged and contemporaneous GDP growth. The regressions are equal
weighted. Standard errors are double clustered by quarter and new firm. The coefficients are thus interpreted
as the effect on workers’ outcomes of taking a job at a risky firm that is experiencing a 100 basis points greater
reduction in its spread, relative to a worker who takes a job at a less risky firm.
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Figure A6: Worker earnings after taking job at firms in different risk quintiles during credit booms
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(a) Quintile 2
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(b) Quintile 3
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(c) Quintile 4
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(d) Quintle 5

Notes: This figure plots estimates of the effect on worker outcomes of taking a job at a risky firm when credit
conditions are loose. For a worker i who takes a job during quarter t at an establishment controlled by a firm f
operating in MSA r and four-digit NAICS k, the figure shows 95% confidence intervals of γ(h)

j from the quarterly

worker-level regression

y (h)
i t =

5∑
j=2

(
α(h)

j +γ(h)
j × ct−3,t

)
·1{risk quintile f (i ,t ),t = j }+φ′

r kt ×Xi t +θr k f +X f (i ,t )t +ϵ(h)
i f t

run in four-quarter increments h = 0,4, ...,32. The sample is the set of prime-age workers in our LEHD sample
that take a full-time, stable job at a Compustat firm during quarter t (see Appendix Section A.6). For the left-
side plot, the dependent variable is ear n(h)

i t , which is the log of total earnings over the four quarters starting with

t +h · 4. For the right-side plot, the dependent variable is displace(h)
i t , a dummy variable that equals one if the

worker experiences a experience a displacement event (separation into non-employment) from any full-time job
during one of the four quarters starting with t +h ·4 (see Appendix Section B.7). The key right-hand side variable
is the interaction the quintile of the new firm’s default risk π f ,t−4 as of quarter t −4 with average credit conditions
between quarters t − 3 and t , ct−3,t . Firm-level default risk is proxied by the negative of Merton (1974) distance
to default, constructed following Bharath and Shumway (2008) (see Appendix Section B.2). Credit conditions are
measured based off the year-specific relationship between credit spreads and default risk in the bond market (see
Appendix Section B.1). All regressions include time-invariant firm-region-industry fixed effects, as well quarter-
region-industry fixed effects interacted with the unique value of a vector of binned worker-level characteristics. As
detailed in Appendix Section B.8, these characteristics include variables for the worker’s demographics, observed
labor market state at the start of quarter t , and past labor market outcomes. The regressions also control for
interactions of π f ,t−4 with one- and two-year lags of ct−3,t , as well as with lagged and contemporaneous GDP
growth. The regressions are equal weighted. Standard errors are double clustered by quarter and new firm. We
divide γ(h)

j by the average default risk between firms in the fifth risk quintile and firms in the first risk quintile.

The coefficients are thus interpreted as the effect on workers’ outcomes of taking a job at a j th quintile firm that is
experiencing a 100 basis points greater reduction in its spread, relative to a worker who takes a job at a first quintile
firm.

A49



Figure A7: Response of risky firms’ financial distress to loose credit conditions
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Notes: This figure shows the results of quarterly firm-level regressions of indicators for firm financial distress on
the interaction of default risk with credit conditions ct . For the set of nonfinancial Compustat firms, each panel
plots 95% confidence intervals on γ(h) obtained from regressions of the form

1{Distress(h)
f t =α+η ·π f ,t−1 +γπ f ,t−1 × ct +φ f +φkt +X f t +ϵ f t

run over horizons h = 0 to h = 4. 1{Distress(h)
f t is a dummy variable for whether the firm experiences a financial

distress event – bankruptcy (panels and b), a bond default (panel c), or a covenant violation (panel d) – over the
four-quarter horizon from t +h ·4 to t +h ·4+4, divided by assets as of quarter t −1. See Appendix Section G for
further details on the dependent variables. Standard errors are Driscoll-Kraay with lag length 4 ·h +4
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Figure A8: Loading of external financing flows and assets on credit conditions, by default risk quintile

0

.5

1

1.5

2

1 2 3 4 5
Default risk quintile

(a) Net debt growth

-1

-.5

0

.5

1 2 3 4 5
Default risk quintile

(b) Net equity growth

-.5

0

.5

1

1.5

2

1 2 3 4 5
Default risk quintile

(c) Net debt + equity growth

-1

0

1

2

3

1 2 3 4 5
Default risk quintile

(d) Asset growth

Notes: This figure shows the results of quarterly firm-level regressions of financing or asset growth on credit cond-
tions ct , split by quintile of default risk. For the set of nonfinancial Compustat firms, each panel plots 95% confi-
dence intervals on γ(h)

j for each default risk quintile j , obtained from regressions of the form

y (h)
f t =

5∑
j=1

(
α(h)

j +γ(h)
j × ct

)
·1{risk quintile f ,t−1 = j }+φ f +X f t +ϵ f t

run over horizons h = 0 to h = 4. The dependent variable y (h)
f t is the sum of financing flows (Panels a to c) or asset

growth (Panel d) over the four-quarter horizon from t +h ·4 to t +h ·4+4, divided by assets as of quarter t −1. See
Appendix Section H.1 for further details on the variables. Standard errors are Driscoll-Kraay with lag length 4 ·h+4
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Figure A9: Response of MSA employment to credit cycle shock
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This figure plots 95% confidence intervals of estimates of γ(h) from the annual MSA-level Jordá (2005) local projec-
tion

g (h)−ag g
r t =α(h) +η(h) ·πbar ti k

r,t +γ(h) ·
(
πbar ti k

r,t × ct

)
+ψt +φr +Xr t +ϵ(h)

r t

run for annual horizons h = 0 to h = 4, where g (h)−ag g
r t is aggregate MSA-level employment growth (including the

establishments of both private and public firms) from t +h −1 to t +h. πbar ti k
r,t is the MSA-level Bartik instrument

that is based off the default risk of public firms with establishments in the MSA, and these establishments’ year
t −1 employment shares, given by equation (13). The specification is the same as Column (0) of Appendix Table
A8. The regressions are weighted by MSA-level employment as of t −1. Standard errors are double clustered by
year and MSA. The magnitudes are interpreted as effect on the MSA’s aggregate employment growth during year
t +h when the employment-weighted average firm in an MSA experiences, at year t , a 100 basis point reduction in
spreads during a credit boom, relative than an MSA that is exposed to less risky firms.
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Figure A10: Effect of MSA-level exposure to credit boom-induced job creation on high school graduates’
earning dynamics
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Notes: This figure plots 95% confidence intervals of estimates of γ(h) from the annual worker-level Jordá (2005)
local projection

w (h)
i t =α(h) +η(h) ·πbar ti k

r (i )t +γ(h) ·
(
πbar ti k

r (i )t × ct

)
+ψ′

t ·Xi t +φr (i ) +Xr (i )t +ϵ(h)
i t

run for annual horizons h = 0 to h = 4, where w (h)
i t is the log earnings of high-school graduate i during year t +h,

πbar ti k
r,t is the MSA-level Bartik instrument – based off the MSA of the graduate’s parents as of the high school

graduation year t – that is based off the default risk of public firms with establishments in the MSA, and these
establishments’ year t −1 employment shares, given by equation (13). Appendix Section H.4 provides details on
the sample construction. The right-hand side variables are the same as Column (0) of Appendix Table A8. The
regressions are unweighted. Standard errors are clusted by MSA-year. The magnitudes are interpreted as effect on
the graduate’s log earnings h years after high-school graduation when the employment-weighted average firm in
an MSA experiences, at year t , a 100 basis point reduction in spreads during a credit boom, relative than to high
school graduates in an mSA that is exposed to less risky firms.
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Figure A11: Effect of MSA-level unemployment rate on high school graduates’ earning dynamics
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This figure plots 95% confidence intervals of estimates of γ(h) from the annual worker-level Jordá (2005) local pro-
jection

w (h)
i t =α(h) +γ(h) ·urr (i )t +ψ′

t ·Xi t +φr (i ) +Xr (i )t +ϵ(h)
i t

run for annual horizons h = 0 to h = 4, where w (h)
i t is the log earnings of high-school graduate i during year t+h and

urr (i )t is the unemployment rate of the MSA in which the graduate’s parents live as of their high-school graduation
year t . Appendix Section H.4 provides details on the sample construction. The right-hand side variables are the
same as Column (0) of Appendix Table A8. The regressions are unweighted. Standard errors are clusted by MSA-
year. The magnitudes are interpreted as effect on the graduate’s log earnings h years after high-school graduation
when the MSA’s unemployment rate is 1 percentage point higher than that of an MSA with a relatively stronger
labor market.
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